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Executive Summary 
Singapore must navigate an increasingly fragmented digital landscape as digital sovereignty 
gains momentum worldwide. More and more states, guided by differing motivations and 
understandings of digital sovereignty, are pursuing unilateral policies and initiatives to regulate 
the Internet and the digital sphere more broadly. This can be seen in a diversity of countries 
ranging from Australia, Brazil, Germany, India, Italy, Senegal and Vietnam. 

The current review explores what digital sovereignty means for Singapore. It begins by tracing 
the rise of digital sovereignty across the globe, and the challenges it poses for Singapore. The 
review then unpacks the key motivations behind the growing attempts of states to intervene 
in the digital sphere, and common strategies that states have undertaken to achieve these 
objectives. 

The latter sections of the review focus on how Singapore can respond to the rise of digital 
sovereignty. To do so, we first examined the country’s performance in the different domains 
of digital sovereignty. Based on the key gaps and challenges identified, the review concludes 
by recommending different measures Singapore can adopt to safeguard its digital future. 
Notably, this review is grounded in the belief that digital sovereignty presents both challenges 
and opportunities for Singapore, and highlights case studies and best practices the country 
can learn from to better harness the benefits of the cyberspace. 

Digital sovereignty 
While ideas of digital sovereignty have gained traction across many parts of the world, it 
remains a complex concept lacking a unified definition. Digital sovereignty is often used 
interchangeably or alongside other related terms (e.g., technological sovereignty), and has 
been espoused by a range of actors to address issues of digital autonomy and empowerment. 
Nonetheless, as it has been used primarily in relation to the state, this review focuses 
specifically on digital sovereignty played out at the state level. This can be described as the 
growing trend where “nation states with different visions are seeking to increase their control 
over the Internet, primarily by using national tools rather than transnational cooperation and 
coordination” (Svantesson, 2019, p.28).   

The pursuit of digital sovereignty by different states poses numerous challenges for 
Singapore. It has drastically escalated the likelihood of an impending “splinternet” — the 
situation where, rather than a singular, unified global Internet, governments isolate the Internet 
in national or regional networks with separate infrastructure that cannot interact with one 
another. However, as a regional hub that is highly connected with the rest of the world, such 
fragmentation would threaten Singapore’s economy, connectivity and cybersecurity, amongst 
many other impacts. Hence, it is critical that Singapore actively monitors and responds to this 
development. 
 
While states pursue digital sovereignty to achieve different objectives, the review identifies 
four dominant themes that motivate state action. Firstly, states often pursue digital sovereignty 
in order to prevent cyber-enabled foreign interference, which may undermine countries’ 
stability and security. Some also seek to reduce their countries’ dependence on foreign digital 
technologies and architecture, as this dependence is believed to perpetuate an inequitable 
distribution of economic benefits across firms and countries. Another common objective 
among states is to boost the autonomy and competitiveness of their domestic industries. 
Lastly, many also pursue digital sovereignty in order to regain their data sovereignty, whereby 
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data is seen as being overly concentrated in the hands of a few large firms and countries. 
While states have employed various strategies to achieve these objectives, three particularly 
common measures are cybersecurity strategies, data localisation requirements, and data 
protection and privacy legislation. Hence, based on the objectives and strategies examined, 
digital sovereignty can be seen playing out across four domains: cybersecurity, digital 
economy, cross-border data flows, and data protection and privacy.  

Singapore has been recognised as one of the most wired and technologically advanced 
Information and Communications Technology (ICT) markets in the world (International Trade 
Administration, 2022). As part of its drive to become a Smart Nation, Singapore has introduced 
various policies and initiatives on the domestic and global front, leading to strong 
performances on indices that assess its digital economy, cross-border data flows, and data 
protection and privacy. For instance, the Salesforce’s Cross-Border Data Flows Index 2021 
lauded Singapore’s “stellar track record in creating the right policy and regulatory environment 
for the development of the digital economy”, such as its clear and robust data protection 
regulation (e.g., the Personal Data Protection Act) and guidelines. However, room for 
improvement remains — particularly in the areas of cybersecurity, gender inclusivity in 
Science, Technology, Engineering and Mathematics (STEM) fields, data sharing, as well as 
data protection and privacy behaviours on the organisational and individual level. 

Recommendations 
This review adopts an ecosystem approach to recommend the different measures that 
Singapore can undertake — on the individual, organisation, national and regional levels — to 
safeguard its sovereignty while maximising the benefits of the cyberspace.  

On the individual level, policymakers should enhance the effectiveness national awareness 
campaigns to cultivate greater vigilance and care towards personal data among 
Singaporeans. Policymakers can also consider introducing differentiated levels of 
digitalisation support for small-medium enterprises (SMEs), incentivising a wider range of 
organisations to prioritise data protection and privacy, as well as developing initiatives that 
encourage private sector data sharing. On the national level, recommendations include 
developing national-level cybersecurity metrics, a national strategy for increasing gender 
equality in STEM fields, and implementing a data classification framework for cross-border 
data flows. Lastly, as a member of the Association of Southeast Asian Nations (ASEAN), 
Singapore should spearhead efforts to grow the region’s cybersecurity capacity, strengthen 
regional coordination against cybercrime, and advocate for the greater harmonisation of data 
protection and privacy laws across ASEAN.  

 
 
 
 
  



 

 
 

6 

1 Introduction 
The growth of the Internet, particularly during the 1990s, was originally perceived as a threat 
to the norms of state sovereignty (Couture & Toupin, 2019; Perritt, 1998). While the Internet 
began as a US government enterprise, created for research and defence objectives (Lewis, 
2010), its use began growing among the public in the 1980s, particularly with the advent of 
the personal computer (Campbell-Kelly & Garcia-Swartz, 2013). By the early 1990s, global 
interoperability in data networking had begun to emerge (Mueller, 2002);1 and the release of 
the World Wide Web further propelled adoption of the Internet across the globe (Glowniak, 
1995; National Research Council, 1999).  
 
Proponents of Internet freedom held that the Internet was qualitatively distinct from the 
physical world — a cyberspace that rendered state intervention both difficult and undesirable 
(Pohle & Thiel, 2020). As such, the Internet would develop its own rules which should be 
respected by states (Wu, 1997). Proponents even predicted that the development and 
integration of technologies would culminate in a “borderless society” (Green & Ruhleder, 
1995), interconnecting individuals to such a degree that state boundaries would lose some of 
their relevance (Hermawanto & Anggraini, 2020). This was evident in John Perry Barlow’s 
famous declaration that “[governments] have no moral right to rule us nor do you possess any 
methods of enforcement we have true reason to fear…. Cyberspace does not lie within your 
borders” (Barlow, 1996). 
 
Up until the late 1990s, most states paid little to no attention to the Internet (Palfrey, 2010). In 
fact, a highly permissive regulatory environment in the US and other Western countries was 
vital for the evolution of the Internet during its first two decades (Radu, 2019). Recognising its 
vast potential for stimulating innovation and economic growth, key policy decisions were made 
to allow market forces to operate (Oxman, 1999), and segregate the institutions of Internet 
governance from the direct oversight of the state (Deibert & Crete-Nishihata, 2012).  
 
However, from the mid-1990s, many governments began taking steps to regulate the Internet. 
Most initially adopted a “functional approach” — attempting to use existing legislation, 
executive powers and resources most similar to that part of the Internet to regulate it for myriad 
reasons (Ang, 2008). For instance, if one aspect of the Internet functioned like a broadcasting 
station, then existing broadcasting rules would apply. However, Asian governments were 
observed to be more proactive compared to their peers (Wu, 1997), as they introduced Internet 
regulations soon after making it publicly accessible (Ang, 2008).2  
 
As awareness of the kinds of content available online grew, pressure began mounting for 
governments to “do something” about harmful material (Ang, 2008). The Internet became 

 
1 By 1991 or so, data communication had begun to converge across the globe on Transport Control 
Protocol/ Internet Protocol (TCP/IP) and Internet-style domain names. TCP/IP enables any computer 
worldwide to exchange information with any other computer, regardless of the physical networks to 
which they are attached or the hardware they use.  
2 For instance, Singapore introduced the Class License Scheme in 1996, which automatically licensed 
all Internet Service Providers (ISPs) and Internet Content Providers (ICPs) (Chua, 2013). The scheme 
drew worldwide attention, as the first Internet-specific legislation aimed at regulating content. In South 
Korea, the National Security Law was applied to the Internet, where content that praised North Korea 
was blocked (Ang, 2008). However, the block was soon lifted following intense international criticism. 
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subject to US regulation for the first time in 1996, through the Communications Decency Act 
(CDA) which sought to protect children from exposure to indecent or obscene online material 
(Mercier, 1997). However, many of the CDA’s provisions regulating decency were struck down 
by the courts as violations of the First Amendment (Ehrlich, 2002). That same year, attempts 
by the French government to pass legislation that would police the kinds of acceptable online 
content were also repudiated by its Constitutional Council (Ang, 2008). Hence, during the mid-
1990s, initial albeit limited government efforts were made across different countries to regulate 
the Internet. 
 
In addition to greater awareness of the threats and vulnerabilities arising from the Internet’s 
development, there has gradually been the mounting realisation that the Internet is integral to 
economic activity and national security (Lewis, 2010). This, in turn, has contributed 
significantly to the rise of digital sovereignty across the globe. As the tussles and threats of a 
“splinternet” emerge, it is critical for Singapore to monitor and respond to these global 
developments. In this review, we first define and unpack the concept of digital sovereignty, 
and the different contexts and domains in which it is being contested. Next, we examine the 
key challenges that have emerged due to the rise of digital sovereignty around the globe and 
the implications for Singapore. By analysing global indices, international and domestic 
strategies, policies and programmes, we also identify the existing gaps as well as learning 
points that Singapore can adapt for its local context. Lastly, through an examination of the 
existing challenges and gaps, we propose a set of “anticipatory” and “responsive” steps that 
Singapore can undertake to safeguard its sovereignty and maximise the benefits of 
technology, while overcoming the pitfalls of an increasingly fragmented space.   

1.1 Methodology 
For this report, we conducted a literature review of about 350 sources, comprising academic 
research, consultancy reports, policy research, intergovernmental research, press releases 
and news publications. Key search terms that were used included “digital sovereignty”, 
“technological sovereignty”, “cyber sovereignty”, “data sovereignty”, “Internet sovereignty” and 
other related terms specific to each section. While their exact meaning and usage may vary 
from discipline to discipline (Hummel et al., 2021), the above search terms have often been 
used interchangeably, or in association with one another, in political, academic and media 
discussions (Adonis, 2019). Hence, a range of terms were included to comprehensively 
capture the literature regarding digital sovereignty. The review was conducted from 
September 2022 to May 2023. Current, Singapore-based and diverse sources were also 
included whenever possible. 
 
As part of this landscape review, we also conducted in-depth interviews in March 2023 with 
domain experts from around the world on their thoughts on digital sovereignty. The four 
domain experts comprised two professors who are thought leaders in the field, a Managing 
Director of a leading industry association, as well as a digital rights activist.  
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1.2 Unpacking digital sovereignty 
At the time of writing, there is no single, clearly defined definition of digital sovereignty 
(Baezner & Robin, 2018; Elms, 2021a). While digital sovereignty has also been espoused by 
a variety of actors like indigenous communities, tech activists, grassroots movements and 
individual citizens to examine digital autonomy and empowerment at those levels (Couture & 
Toupin, 2019), it has been primarily used in relation to the state (Adonis, 2019). In light of this, 
and given that earlier policy reviews in this series had addressed the individual level (e.g., 
digital inclusion and citizen participation in governance), this review focuses on digital 
sovereignty played out at the state level. As the term implies the merging of two subject areas 
— sovereignty and the digital sphere — we first examine the root concept of sovereignty. 
 
Sovereignty is a notoriously nebulous concept, as its specific meaning has varied and been 
contested throughout history (Bartelson, 2006; Nagan & Hammer, 2004). The history of the 
concept has been one of “conceptual migration” (Falk, 2001), whereby the specific challenges 
of each historical period has influenced the objectives and functions granted to sovereignty at 
a particular space and time (Besson, n.d.). Nonetheless, despite the lack of a singular, unified 
definition, most interpretations of sovereignty have centred around two core features. 
Sovereignty is typically associated with: (i) supreme authority within a geographically bounded 
territory (Krasner, 1988) and (ii) independence from other sovereigns (Koskenniemi, 2009). 
Both aspects are interconnected, as undisputed control over a territory implies freedom from 
unwanted interference by an external authority (Philpott, 1995). The rise of the sovereign state 
is often traced back to the Treaty of Westphalia in 1648 (Hassan, 2006), which restructured 
the elaborate matrix of overlapping jurisdictions in Europe. Through the treaty, political 
authority became consolidated within a clearly demarcated territory, whereby external actors 
were excluded from domestic authority structures (Rudolph, 2005).  
 
State sovereignty has become a foundational principle of international relations, guiding states 
in their internal and external rights and responsibilities (Ramos, 2013). Following the 
establishment of the United Nations (UN) in 1945, the principles of sovereignty have been 

https://ctic.nus.edu.sg/resources/CTIC-WP-02(2021).pdf
https://ctic.nus.edu.sg/resources/CTIC-WP-03(2022).pdf
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enshrined into the UN Charter. The foremost right of sovereign states is their absolute 
jurisdiction over its territory and the citizens residing in it.3 They are also protected from 
external interference, as other states are prohibited from intervening in “matters which are 
within [its] domestic jurisdiction”, or from threatening its “territorial integrity” and “political 
independence”.4   

1.2.1 A short history of digital sovereignty 
As highlighted in the Introduction, the 21st century has been marked by an escalating tide of 
state attempts to regulate the Internet (Palfrey, 2010; Martinet, 2021), as ideas of digital 
sovereignty gain popularity (Glasze et al., 2022). Spurning the libertarian values that 
characterised the early days of the Internet (Martinet, 2021), states are increasingly asserting 
their control over the Internet and digital sphere more broadly (Pohle, 2020).  
 
Initially, digital sovereignty claims were made primarily by authoritarian governments (Pohle, 
2020; Glasze et al., 2022), often with reference to ideas of a Westphalian world order of 
territorially defined sovereign states, national self-determination, and non-interference from 
other states (Budnitsky & Jia, 2018; Creemers, 2020). The Chinese government in particular, 
has consistently asserted its sovereignty over the digital sphere, long before similar ideas 
gained traction in the West (Cong & Thumfart, 2022). Domestically, it undertook the 
controversial “Great Firewall of China” during the late 1990s, with the alleged intention of 
filtering and censoring false information from outside of China (Chandel et al., 2019). China 
also began advocating for the norms of digital sovereignty in the global arena, using 
international governance organisations as a platform to lobby for greater state influence in 
Internet governance processes (Sherman, 2022; Cai, 2018). Digital sovereignty has long been 
regarded in China as crucial to safeguard its national security and ideological security (Wang, 
2020). Even as early as the mid-1990s, academic publications in China were already exploring 
the idea of digital sovereignty (Thumfart, 2022), whereby the Internet was regarded as a 
national concern due to threats of interference posed by a US-dominated Internet (Cong & 
Thumfart, 2022).  
 
While authoritarian governments spearheaded the discourse on digital sovereignty, other 
governments also grew increasingly keen to regulate the Internet. This manifested in the rise 
of the Internet filtering on a national level across the globe, with a 2006 study by the OpenNet 
Initiative (ONI) of 40 countries finding evidence of technical filtering in 26 countries (Deibert et 
al., 2008). While the states that practised state-mandated filtering were predominantly 
clustered in East Asia, the Middle East and North Africa and Central Asia, extensive filtering 
was also documented in Northern Europe and the US. Over time, states have expanded their 
range of control mechanisms that restrict and influence access to information at different 
points of control (Deibert et al., 2011). Hence, the start of the 21st century witnessed a 
transition across the globe, from a more laissez-faire approach towards greater state 
intervention in the digital sphere.  
 
Since the 2010s, ideas of digital sovereignty have spread to many political spheres across the 
world (Bosoer, 2022). The concept has been increasingly pursued in countries as diverse as 

 
3 Article 2(1) of the UN Charter states that “the Organization is based on the principle of the sovereign 
equality of all its members”.  
4 Quotations are taken from Articles 2(4) and 2(7) of the UN Charter.  
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Australia, Brazil, Germany, India, Italy, Senegal and Vietnam (Internet Society, 2022). 
Underlying the expanding discussion on digital sovereignty is the concern that the digital 
transformation is a threat to “the sovereign state” and in some case, “the sovereign subject” 

(Glasze et al., 2022). Hence, governments have begun pursuing digital sovereignty for a 
myriad of objectives and to address a multitude of issues relating to the Internet and 
technology. Section 3 will unpack some of these key issues.  

2. Challenges that digital sovereignty poses to 
Singapore 

The growing pursuit of digital sovereignty across the globe has significant implications for 
many states, particularly Singapore. Singapore must contend with an international climate 
where states, guided by differing interpretations of digital sovereignty, are increasingly 
undertaking unilateral policies and initiatives to regulate the digital sphere (Wood et al., 2020). 
This trend was observed in a report commissioned by the Internet and Jurisdiction Policy 
Network, which remarked that “nation states with different visions are seeking to increase their 
control over the Internet, primarily by using national tools rather than transnational cooperation 
and coordination” (Svantesson, 2019, p.28).   

2.1 Risks of a fragmented Internet  
As a small state lacking in strategic weight, Singapore is highly susceptible to, and has limited 
control over international trends (Public Service Division, n.d.). Singapore must navigate the 
mounting efforts by other states to expand control over the digital sphere, which has greatly 
escalated the possibility of an impending “splinternet”, or “balkanised Internet”. This refers to 
the situation where, rather than a singular, unified global Internet, governments isolate the 
Internet in national or regional networks with separate infrastructure that cannot interact with 
one another (Ball, 2022; Collins & AFP, 2019). 
 
Due to the layered and distributed architecture of the Internet, fragmentation can take various 
forms (Perarnaud et al., 2022). It may take the form of technical fragmentation, which results 
from what may be deliberate or unintentional efforts to sever, limit or disrupt technical 
connectivity between one part of the Internet and the rest of the network (Perarnaud et al., 
2022). One instance occurred in 2019, when Russia adopted a law to give the country a 
“sovereign Internet” by creating a national domain name system (DNS) that would safeguard 
the Russian-language section of the Internet should it be disconnected from the World Wide 
Web (“Putin Signs Internet Isolation Bill Into Law,” 2019). Internet fragmentation may also 
occur at the content level, whereby connectivity is preserved at the technical level, but users 
are limited in their practical access to online content (Perarnaud et al., 2022). This may be 
achieved by compelling technology companies to limit specific content. One example is the 
Cyberspace Administration of China’s ordering of the country’s top technology companies to 
conduct “immediate cleaning and rectification” of their platforms to remove “offensive” content 
(Reuters Staff, 2017). 
 
The growing fragmentation and heterogeneity of cross-border data rules was reported by the 
Centre for Economic Policy Research (Evenett & Fritz, 2022). The centre’s report analysed 
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information from over 15,000 policy and regulatory developments and found that European 
and Group of 20 (G20) governments had taken 1,731 legal and regulatory steps since the 
start of 2022. These measures mainly targeted data governance, online content moderation, 
and competition law enforcement. Moreover, the pace of state intervention also appears to be 
accelerating. While the first quarter of 2020 saw 71 regulatory developments, there were 217 
policy interventions announced or implemented in the first quarter of 2022. Concerningly, it 
was also revealed that one-third of global trade in digital economy goods faced market access 
barriers, highlighting the pervasiveness of trade barriers between national digital sectors. 
 
Singapore has consistently ranked as one of the most globally connected countries in the 
world, in terms of flow of goods, capital, people, as well as data (Subhani, 2020; “Singapore 
the most connected country in the world,” 2016). Hence, Singapore’s economy relies heavily 
on the Internet and free flow of data across borders and may be seriously impacted by an 
increasingly heterogenous and fragmented digital landscape. It has even been estimated that 
Singapore’s economy could lose up to $200 million daily should the country’s Internet shut 
down, an extreme but possible consequence of widespread Internet fragmentation (Chia, 
2022). Additionally, worsening Internet fragmentation, whereby the global Internet splinters 
into separate intranets which lack interoperability, could impair Singaporeans’ ability to 
connect with others from around the world (Low, 2022). Access to content and information 
from different parts of the world could also be limited due to incompatible technologies.   

2.2 Threats to Singapore’s status as a business hub 
The growing pursuit of digital sovereignty across the globe also presents a major threat to 
Singapore’s status as a hub. Over the course of its history, Singapore has maintained its status 
as a hub for various activities, from being a successful free entrepôt during its colonisation 
under the British empire (Borschberg, 2016) to a regional hub for technology and innovation 
(Yeo, 2021). Singapore has ranked highly on indexes measuring innovation, such as the 
Bloomberg Innovation Index 2020 (Jamrisko, 2022)5 and Global Innovation Index 2022 (World 
Intellectual Property Organisation [WIPO], 2023).6 Moreover, approximately 80 of the world’s 
top 100 technology companies, such as Google, IBM and Microsoft, have a significant 
presence in Singapore — many of which have maintained their presence in the country for 
some time (Ng, 2021). Unsurprisingly, Singapore’s digital economy7 has now become critical 
to the progress and welfare of the country and its citizens.  
 
However, the pursuit of digital sovereignty by different states may jeopardise Singapore’s 
position as a regional hub for innovation and technology. Cross-border data access, usage, 
and exchange are all critical for economic growth, as nearly every sector — ranging from 
manufacturing, retail and services — relies on the flow of data between countries (Meltzer & 
Lovelock, 2018). In the case of Singapore, cross-border data flows and the overall digital 

 
5 Singapore was ranked 3rd on the Bloomberg Innovation Index.   
6 Singapore was ranked 7th on the Global Innovation Index 2022.  
7 While there are various ways to understand the digital economy, the G20 Digital Economy Task 
Force (DETF) defines it as encompassing “all economic activity reliant on, or significantly enhanced 
by the use of digital inputs, including digital technologies, digital infrastructure, digital services and 
data. It refers to all producers and consumers, including government, that are utilising these digital 
inputs in their economic activities” (Hatem et al., 2020).  
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economy have expanded significantly over the years (Ministry of Trade and Industry [MTI], 
2017; Google et al., 2022).  
 
Consequently, the growing pursuit of digital sovereignty, such as through data localisation 
requirements and privacy legislation, poses serious risks to Singapore’s digital economy. This 
was expressed by Ravi Menon, the managing director of the Monetary Association of 
Singapore (MAS) who warned that “we need more data connectivity, and less data 
localisation…. If data cannot cross borders, the digital economy cannot cross borders and we 
will be poorer for it” (Reuters Staff, 2018). While there do not appear to be studies that have 
calculated the economic impacts of restrictive foreign data policies on Singapore specifically, 
numerous studies suggest that such measures are generally detrimental for the country itself 
and its trade partners. For instance, studies by Frontier Economics (2022), Information 
Technology and Innovation (Cory & Dascoli, 2021) and the European Centre for International 
Policy Economy (Bauer et al., 2015; Ferracane & van der Marel, 2018) have found that 
restrictions on cross-border data flows will likely reduce trade volume between states. Hence, 
Singapore’s economy may suffer from lower levels of digital trade with states requiring data 
localisation.  
  
Moreover, data localisation requirements will likely increase costs for Singapore companies 
that have expanded overseas, for instance, by requiring them to make costly investments in 
local data infrastructure or hire more staff (Brannon & Schwartz, 2018). Given the 
pervasiveness of the digital economy in Singapore, these higher costs may not only impact 
Singaporean technology companies per-se, but also any company that uses the Internet to 
collect the data of foreign citizens. Besides data localisation requirements, it has also been 
observed that there may be a trade-off between privacy regulations and data-driven innovation 
(Goldfarb & Tucker, 2012). This is because the collection of consumer data provides 
companies with a wide range of benefits, such as enhancing their search engine algorithms 
or effectiveness of their advertisements. Hence, strict data protection and privacy laws in 
foreign states may impede Singaporean companies’ ability to engage in data-driven 
innovation. Moreover, with a growing number of states actively supporting the growth and 
digitalisation of their domestic companies, this will increase the competition faced by 
Singaporean technology companies. As there are more than 300 Singapore-based technology 
companies now operating overseas (Liu, 2022), greater competition in foreign markets may 
threaten the economic livelihood of these companies and their employees.  

2.3 Difficulties in safeguarding Singapore’s cybersecurity 
Additionally, the rise of digital sovereignty around the world has implications for safeguarding 
Singapore’s cybersecurity. Cybersecurity is of paramount importance to Singapore, given its 
heavy reliance on technology and interconnectedness with the rest of the world (Cyber 
Security Agency of Singapore [CSA], 2016a). Moreover, it has become even more critical due 
to the rising prevalence of cyber-attacks in the country. The Singapore Cyber Landscape by 
the CSA (2022a) revealed that Singaporean companies and citizens are facing increasing 
incidents of malicious cyber activities such as ransomware attacks, phishing and malicious 
command-and-control servers. 
 
The rise of cross-border data restrictions reduces the potential for countries to collaborate to 
address cybersecurity threats. Given the inherently transnational nature of the Internet, cyber 
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threats are typically transnational — with the Internet offering a global pool of Internet users 
and technologies which can be targeted (Grabosky, 2004). As such, many of the cyber threats 
faced by Singapore often originate from overseas sources. For instance, the Singapore Police 
Force has observed that at least 90 per cent of scams in Singapore have overseas origins. 
This is because most scams are executed across national boundaries by crime syndicates, 
which are well-equipped and skilled at utilising technology to cover their tracks (Chua, 2022). 
As for ransomware, many of the ransomware cases reported by Singaporean companies to 
SingCERT in 2021 also originated from outside of Singapore (CSA, 2022b). Hence, cross-
border collaboration is critical to effectively address cybersecurity threats (Barriuso, 2022). For 
instance, cooperation between law enforcement agencies across countries such as Romania, 
Taiwan and Belarus, was essential to arrest the suspected leader of a cybercrime ring that 
had targeted financial institutions in over 40 countries (Peters & Jordan, 2019). Such incidents 
demonstrate the immense value of transnational cooperation in enabling the investigation and 
prosecution of perpetrators of cyber threats. 
 
However, data localisation requirements diminish information-sharing opportunities between 
Singapore and other states’ law enforcement, intelligence and other security actors — 
depending on the range of data covered by the respective requirements (Swire & Kennedy-
Mayo, 2022; Sheppard et al., 2021). Data localisation may also hinder Singapore’s ability to 
conduct forensic investigations of cyber-attacks, as perpetrators frequently switch between 
countries to avoid detection (Swire & Kennedy-Mayo, 2022). Moreover, as cybersecurity 
increasingly utilises automated techniques like machine learning and artificial intelligence, 
data localisation may decrease the quantity and variety of data available for Singapore to train 
datasets for defensive purposes. As Singapore has not implemented any overarching data 
localisation requirements, it may also be subjected to non-reciprocal cooperation — states 
with data localisation requirements are prevented from sharing data and yet profit from the 
information shared by states without localisation like Singapore. Thus, the rise of states 
undertaking unilateral policies in pursuit of digital sovereignty further exacerbates the 
challenge of safeguarding Singapore’s cybersecurity.  

3. How countries pursue digital sovereignty 

3.1 Digital sovereignty defined 
Despite its growing prominence in academic and public discourse, digital sovereignty is a 
complex concept lacking a unified definition. This ambiguity is partially due to its novelty in the 
academic literature, as most English publications on the concept were published only after 
2010 (Couture & Toupin, 2019) — during the time that ideas of digital sovereignty began 
gaining momentum across the globe. To unpack this concept, this section identifies and 
analyses the overarching trends in countries’ motivations and approaches to digital 
sovereignty across the world.  
 
Digital sovereignty is often used in relation with several terms — in particular, technological 
sovereignty, cyber sovereignty, data sovereignty and Internet sovereignty. The use of varying 
terms may be the result of linguistic and cultural differences between the various actors of 
digital sovereignty, or their respective areas of focus (Couture & Toupin, 2019). Nonetheless, 
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although they are frequently used in place of another, the terms should not be understood as 
synonymous (Autolitano & Pawlowska, 2021).  
 
Digital sovereignty is often framed as an umbrella term encompassing both data and 
technological sovereignty (Martinet, 2021). Data sovereignty tends to focus on data-related 
areas like data storage, processing and access (Moerel & Timmers, 2021), whereas 
technological sovereignty is typically centred on key technologies, digital infrastructure and 
innovation (Autolitano & Pawlowska, 2021). These two concepts may be subsumed under the 
overarching concept of digital sovereignty (e.g., Kaloudis, 2021; Bjola, 2021), which also 
covers a wider range of regulatory and policy elements in the digital sphere (Burwell & Propp, 
2020). Figure 1 below presents an example of how these terms have been conceptualised in 
relation with one another. 
 
Figure 1. Data sovereignty and technological sovereignty as pillars of digital sovereignty 
 

 
 
Source: Zakhour & Gomes (n.d.) 
 
While digital and cyber sovereignty should also not be equated as identical concepts, the exact 
relationship between the two remains unclear (Bosoer, 2022), It appears that the term “cyber 
sovereignty” is typically used in relation to authoritarian states, who prescribe a “Westphalian” 
approach towards the cyberspace (Lahmann, 2021). Likewise, Internet sovereignty has often 
been associated with China (McKune & Ahmed, 2018; Zeng et al., 2017) and Russia 
(Kolozaridi & Muravyov, 2021), to such an extent that it has been regarded as part of their 
national brand (Budnitsky & Jia, 2018). 
 
What constitutes the digital sphere also differs across definitions. While some definitions 
identify the digital assets that are involved, they vary in their specificity. For instance, some 
definitions state the specific assets involved, such as “data, hardware and software” (Fleming, 
2021). Conversely, others offer more vague descriptions of the digital sphere, such as “the 
Internet and broader digital ecosystem” (Musiani, 2022) or the “digital exhaust created by a 
person, business or government” (Mozur et al., 2022). This variation is unsurprising given that 
different agents understand and assert digital sovereignty in their own unique manner. Hence, 
the assets relevant to digital sovereignty also tend to differ from actor to actor. 
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3.1.1 The different levels where digital sovereignty plays out  
As a multifaceted concept, digital sovereignty typically manifests at the levels of (i) state versus 
state, (ii) state versus industry, and (iii) state versus state via industry. At the state level, states 
pursue digital sovereignty to protect or further their national interests against the perceived 
threats posed by other states. They may do so for a variety of reasons, such as to strengthen 
their autonomy, security or economic competitiveness (Pohle & Thiel, 2020).  
 

[Ingrid Volkmer on motives for digital sovereignty] “Governments are still 
adopting very national perspectives on digital sovereignty…. In France, it’s 
culture-specific, so they want to protect French culture in this globalised world. 
And in Australia, it’s also about businesses, and in other countries about 
something else. In Africa, it’s about the digital economy. So, each of these 
countries have their very different regulatory motives, their different 
understandings of what sovereignty is.” 
 
[Jeff Paine on motives for digital sovereignty] “Different areas and regions have 
different goals…. If you take places like China, Turkey or Russia, they will 
actually point to what the European Union’s idea is, but obviously they have 
slightly different goals and objectives. You know, exerting control over citizens, 
really to be able to actually control the regime or the empire, so to speak.”  

 
To achieve their objectives, states have adopted a diverse range of strategies regarding the 
digital sphere (Volkmer, 2021). This may include data localisation requirements (Wu, 2021), 
data protection laws (Elms, 2021a) or other miscellaneous legal obligations, such as granting 
governments the right to access proprietary data (Bauer et al., 2015). 
 
The pursuit of digital sovereignty is also evident in the interactions between states and 
technology companies (Floridi, 2020). States increasingly perceive technology companies as 
having excessive power and resources, hence necessitating regulation. These concerns often 
centre around “big tech” — technology companies like Meta, Alphabet, Amazon and Microsoft, 
which have come to dominate their respective market segments across much of the globe 
(Stucke, 2018).  
 
However, the tension between states and technology companies extends beyond the big tech 
companies. Online platforms, digital advertising companies, data brokers and companies from 
different sectors (e.g., insurance, consulting, or health analytics companies) also interact with 
all kinds of information about Internet users (Morey et al., 2015; Christl, 2017a). The collection, 
trade and utilisation of personal data by this diverse range of technology companies have 
been increasingly scrutinised (Christl, 2017b), with a growing number of states seeking to 
regulate these companies. This drive to regulate technology companies is also not limited to 
concerns over their harnessing and use of personal data. States can be seen intervening for 
a range of reasons, which will subsequently be unpacked in the following section.   
 
However, states are not solely regulating technology companies when they impose restrictions 
and requirements. Instead, they may seek to curtail influence from another state via regulation 
of specific industries and companies. The strategic importance of technology companies has 
been especially evident in the current US-China Tech War, where the US has progressively 
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attempted to restrict Chinese firms’ access to US technology (Swanson, 2022). Notably, the 
semiconductor industry has recently come under the spotlight, after the US government 
passed a sweeping set of controls on semiconductors and other high-tech exports to Chinese 
companies (Wang, 2022). In response, the Chinese government has developed plans to 
provide more than 1 trillion yuan to subsidise the purchase of domestic semiconductor 
equipment by Chinese firms (Zhu, 2022). The short-form video platform TikTok, owned by 
Chinese company ByteDance, has also become a major flashpoint for tensions between the 
West and China. Mounting concerns that user data may be accessed by the Chinese 
government has led to the app being banned on official government devices across the US, 
UK, Canada, New Zealand and the EU (Murphy et al., 2023). Hence, the relationship between 
states and technology companies is a complex yet highly important dimension of digital 
sovereignty. 

3.2 Justifications for digital sovereignty 
While states pursue digital sovereignty for a variety of reasons, we focused on four dominant 
themes in existing literature. 

3.2.1 Prevent cyber-enabled foreign interference  
One key concern driving states to pursue digital sovereignty is the threat of cyber-enabled 
foreign interference. Cyber-enabled foreign interference may be defined as “any activity that 
occurs in cyberspace that enables broader efforts by one state to influence or interfere in 
another state” (Milner, 2021). Numerous countries, ranging from Australia (Doherty, 2019), 
Canada (Canadian Centre for Cyber Security, 2021) and Singapore (Ministry of Foreign Affairs 
[MFA], 2022), have expressed concerns about the worsening risk of foreign interference 
enabled through digital technologies. This may occur through data breaches, espionage and 
hostile information campaigns, which threaten countries’ stability and security. While the threat 
of foreign interference is not new (Lai, 2019), technological developments like the rise of social 
media platforms (Ringhand, 2021), deepfakes (Pawelec, 2022), and the digitalisation of 
government services and processes (Dowling, 2022), have escalated the threat by increasing 
the scale and ease of foreign interference operations.  
 
Numerous studies attest to the growing threat of cyber-enabled foreign interference. An 
example is the rising employment of “cyber troops” by governments and political parties 
around the world to manipulate the opinion of domestic or foreign audiences (Bradshaw & 
Howard, 2017). One instance was revealed in 2019, when Meta announced its removal of 783 
accounts, pages and groups that engaged in “coordinated inauthentic behaviour” across 
countries like Germany and Afghanistan — activities that were allegedly coordinated by Iran 
(Gleicher, 2019). But while accusations of cyber-enabled foreign interference tend to be 
directed at a few specific countries, the threat is likely more pervasive than it seems. For 
example, a report by Facebook (2021) revealed that between 2017 and mid-2021, it had taken 
down 150 covert influence operations originating from over 50 countries.   
 
Cyber-enabled foreign interference is especially concerning when targeted towards elections 
and referendums. According to research by the Australian Strategic Policy Institute (ASPI), 
there has been a marked increase in cyber-enabled foreign interference in elections and 
referendums since 2017 (O’Connor et al., 2020). One particularly high-profile example 
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occurred during the 2016 US elections, where Russia reportedly conducted an extensive 
influence campaign that included the hacking Hillary Clinton’s campaign and proliferation of 
propaganda on social media platforms (Abrams, 2019). Since then, allegations of political 
interference by foreign governments have continued to amass, such as in the 2017 French 
presidential elections (Daniels, 2017), the 2019 European Parliament elections (Scott & 
Cerulus, 2019), and the 2020 Taiwanese presidential elections (Chung & Hetherington, 2018). 
 
Consequently, many governments are under mounting pressure to adopt measures to prevent 
cyber-enabled foreign interference. For instance, the Special Committee on Foreign 
Interference in all Democratic Processes in the EU, Including Disinformation (INGE), released 
a report urging the EU to develop a common strategy to combat foreign interference 
campaigns (European Parliament, 2022). 
 
It should be noted that the threat of cyber-enabled foreign interference is also linked to 
concerns over foreign technological dependence. Specifically, states are increasingly wary 
that the use of foreign technologies may render them vulnerable to foreign surveillance and 
espionage. For example, countries such as New Zealand (Greenfield, 2018), Sweden 
(Mukherjee, 2022) and Australia (Choudhury, 2019) have banned Chinese suppliers like 
Huawei and ZTE from selling 5G equipment in their countries, due to fears that it could be 
used by the Chinese government for espionage (Maizland, 2020). Meanwhile, the Chinese 
government has long accused US technological products of containing backdoors, or built-in 
weaknesses, which allow the US to infiltrate sensitive networks and access foreign data 
(Rolland et al., 2020).  
 
Such concerns were greatly amplified with the 2013 Edward Snowden revelations, where it 
was revealed that the US government had been conducting extensive Internet and phone 
surveillance on millions, including country leaders like Angela Merkel (“Edward Snowden: 
Leaks That Exposed US Spy Programme,” 2014). Surveillance was carried out by tapping 
directly into the servers of nine prominent US companies, including Facebook, Microsoft and 
Google (Gellman & Poitras, 2013), fuelling intense distrust towards US technological 
companies (Shahani, 2014; Miller, 2014). The aftermath of the Snowden revelations saw 
intensified calls for digital sovereignty, with countries often citing the need to safeguard against 
foreign surveillance and interference (Donahoe & Canineu, 2014). For instance, the Brazilian 
government responded by mandating that storage, management and dissemination of 
Brazilian data be done through in-country data servers under the Marco Civil (Israel & Boadle, 
2013). 

3.2.2 Reduce foreign technological dependence 
Another motivation behind states’ pursuit of digital sovereignty is to reduce their dependence 
on foreign digital technologies and architecture. There has been a mounting perception that 
developing countries’ foreign digital dependence leads to an inequitable distribution of 
economic benefits. This is because big tech companies have expanded their products 
worldwide, extracting data and profit from users across the globe and concentrating power 
and resources in either the US or China (Kwet, 2019a). Consequently, by being saturated with 
readily available services and technologies, developing countries are unable to grow domestic 
industries and develop products capable of competing with big tech (Kwet, 2019a). In light of 
this perspective, developing countries are increasingly seeking to assert greater autonomy in 
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the digital sphere. This was evident when countries such as Indonesia, India and South Africa, 
refused to sign the Osaka Declaration on Digital Economy, due to concerns that they would 
be denied “policy space” for their digital industrialisation under the proposed agreement 
(Kanth, 2019). Policies such as data localisation requirements (Hicks, 2019; see Section 3.3.2) 
and stronger data protection laws (Coleman, 2019; see Section 3.3.3) have also been 
considered as ways to reduce the dominance of foreign technology players. 
 
Concerns over foreign technological dependence are typically directed towards the US and 
China, which now stand at the forefront of a wide range of technologies. One example is the 
cloud computing industry, where eight out of the 10 of the hyperscalers8 with the largest 
market share are either American or Chinese companies (Synergy Research Group, 2020). 
However, the technological dominance of the US and China has been perceived as a threat 
to the national autonomy and interests of states across the world. Countries are increasingly 
wary that technological dependence may lead to a form of “digital neo-colonialism”, where, by 
controlling the digital ecosystem, the US and China will be able to influence the political, 
economic and cultural aspects of other states’ domestic life (Gravett, 2020; Kwet, 2019b).  
 

[Susan Ariel Aaronson on distrust towards US and Chinese companies] “There 
is extreme distrust of the giant digital firms in the US and China. It’s this distrust 
— but at the same time, everybody uses these products and services…. And 
TikTok is a perfect example of [this].” 

3.2.3 Boost autonomy and competitiveness of domestic industries 
States are also increasingly pursuing digital sovereignty to bolster the autonomy and 
competitiveness of domestic industries. Such an aim may be linked to the previous objectives. 
For instance, the desire to strengthen domestic technology industries may be partially driven 
by concerns about foreign technological dependence. This was evident in the wake of the 
Snowden revelations, when the German government responded with measures aimed at 
regaining digital sovereignty. They adopted initiatives to develop trusted IT products and use 
national IT security technologies, rather than remaining reliant of foreign providers (Pohle, 
2020; Steiger et al., 2017). But regardless of the potential influence of other factors, 
strengthening economic autonomy and competitiveness is a distinct goal that has been clearly 
prioritised by numerous states. This was evident with the EU, which has expressed concerns 
that it is lagging in the digital sphere and has become dependent on foreign technologies 
(Madiega, 2020). Consequently, in its “2030 Digital Compass: The European Way for the 
Digital Decade”, the EU outlined its plans to achieve digital leadership by drastically increasing 
investments in critical technologies like cloud computing and AI, as well as digital infrastructure 
(European Commission, 2021). 
 

[Jeff Paine on the EU’s economic motivations] “If you look at the EU 
policymakers, when they look at digital sovereignty, they really want to, one, 
seek to lessen dependence on foreign technology…. And really, what they 
want to do is be able to embrace innovation, but also give their local domestic 
players a chance at competing with international players.” 

 
8 Hyperscalers can be broadly defined as data centre operators that offer innovative, scalable cloud 
computing services (Pankajakshan, 2022). 
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To strengthen domestic industries, states have introduced measures aimed at promoting local 
innovation, and nurturing local technology and service providers so that they can better 
compete against foreign rivals (Pohle & Thiel, 2020; Internet Society, 2022). For instance, 
under its Collective Awareness Platform for Sustainability and Social Innovation (EC Program 
CAPS), the European Commission has invested around €60 million for ground-up, citizen-led 
ICT-enabled initiatives which address urgent social and sustainability issues (Passani et al., 
2015; Bria, 2015). Meanwhile, Vietnam also introduced its “Make in Vietnam" initiative in 2019. 
The initiative sought to promote the establishment of 100,000 local technology firms and make 
Vietnam one of the top 30 countries in IT development (Nguyen, 2019). It was also inspired 
by similar campaigns in other countries, such as “Made in China 2025” (Kennedy, 2015).  
 
The measures taken may also form part of states’ larger economic and industrial policy 
strategies, with the aim of digitising entire sectors of the domestic economy. Hence, they may 
not only target the newer IT-related sectors, but also other industries and sectors such as 
telecommunications and logistics (Pohle & Thiel, 2020). One example is “Thailand 4.0”, 
Thailand’s national development plan of utilising technology to enhance the competitiveness 
of local businesses and the country’s economy (“Thailand’s Digital Transformation Boosts 
Data Industry,” 2021). A key prong of “Thailand 4.0” involves driving the adoption and 
innovation of digital, automatic, and robotics technologies across small and medium-sized 
enterprises (SMEs), manufacturing companies and the service sector.  

3.2.4 Regain data sovereignty 
Another key motivation driving states is the desire to regain their data sovereignty. Data has 
become a highly contested asset in the discourse surrounding digital sovereignty. It 
encompasses a vast spectrum of information in various formats — ranging from structured, 
numeric data in traditional databases, to unstructured text documents, videos and financial 
transactions (Aaronson, 2021). Notably, data has become critical to every sector of society 
(Aaronson, 2022), with the Economist (“The World’s Most Valuable Resource Is No Longer 
Oil, but Data,” 2017) dubbing it “the oil of the digital era.”  
 
There are primarily three groups of players that are relevant in discussions on data (Gao, 
2022). Firstly, the individual creates the raw data and utilises the processed data. Meanwhile, 
the firm processes the raw inputs provided by consumers and typically manages such data. 
Lastly, the state oversees and regulates the use of data by these other groups. However, the 
recent years have seen more and more governments considering or implementing national 
rules to govern different types of data — particularly public, personal and proprietary data 
(Aaronson, 2021). Data is increasingly regarded by governments as a commercial asset that 
must be cultivated and controlled to serve their national interests (Aaronson, 2023).  
 

[Susan Ariel Aaronson on data sovereignty] “Data sovereignty is about 
hoarding data. And countries that practice data sovereignty, even if they’re 
India, with 1.2 billion people, or China, are undermining the potential of data. 
Data’s been around for forever, and it will be around for forever, and you want 
to make it as accessible as possible.” 
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However, data is an inherently multidimensional asset that is difficult to pinpoint. It can take 
the form of a good, service, or both; its trade does not require any physical interaction; and its 
speed and frequency makes it difficult to locate on the borderless network (Aaronson, 2018). 
Moreover, legislating different types of data can be challenging from a practical perspective 
due to the overlapping nature of data categories. For one, personal and non-personal data 
may not always be easily segregated. Personal data may also be a component of business or 
company data, as in the case of employee records (Mishra, 2019). Hence, the complex, 
multidimensional nature of data must be carefully considered by states as they seek to pursue 
their data-related objectives.   
 

[Susan Ariel Aaronson on the multidimensionality of data] “Data is 
multidimensional, right? It’s a proprietary good. It can be personal data, and it 
can be a public good simultaneously…. You can’t destroy it. It can constantly 
be reused.” 
 
[Ingrid Volkmer on the complexity of data] “[Policymakers] don’t look at this data 
fluidity. That’s another gap. Because they often treat data, if you look through 
policy frameworks, you’ll see they talk about content. If the content needs to be 
made available, and the consumption of the content…. But in today’s world, I 
wonder what content really means…. Data is always replaced. It’s on the move. 
It’s always dynamic. There is no fixed content that you can regulate.” 

 
Individuals’ personal data is collected and used by a wide range of technology companies, not 
limited to big tech companies, which collect data through an array of collection methods and 
sources, for instance, through user activity on their websites, surveys, or users' Internet-
connected devices’ IP addresses (Freedman, 2023). The definition of personal data in EU’s 
General Data Protection Regulation (GDPR) is “any information that relates to an identified or 
identifiable living individual” (Information Commissioner’s Office [ICO], n.d.-a). Firms have 
long depended on data to enhance the quality and efficiency of their products and services 
(Aaronson, 2018). For instance, personal data is used to better understand user preferences 
and create more personalised user experiences (Freedman, 2023). Internet users are tracked 
from site to site by technologies such as “cookies”, and their personal data are utilised to target 
them with relevant marketing (Chen, 2021). However, big tech, given their vast market share 
and access to personal data, often occupy the spotlight in states’ concerns regarding their 
citizens’ personal data. 
 

[Susan Ariel Aaronson on big tech] “The reuse of data is controlled by the giant 
digital behemoth firms, the 70 platforms that, you know, UNCTAD has identified 
as the world’s largest platforms. They have the most data, they have the most 
cloud capacity, they have the best AI capacity, they have the best staff, etc.” 

 
Several incidents have demonstrated the significant influence big tech may exert if left alone 
to accumulate vast sums of money, data, and power without sufficient government oversight.9 

 
9 One example is the Cambridge Analytica scandal, where millions of American Facebook profiles 
were harvested to develop a software programme that could profile US voters, to target them with 
personalised political advertisements (Graham-Harrison & Cadwalladr, 2018). The scandal drew rapid 
backlash from American and British lawmakers who demanded that Facebook explain how 
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Another issue is that many big tech companies are American firms, which end up processing 
massive volumes of personal data from citizens in other countries (Tham, 2022). While foreign 
governments may request for the personal data of their citizens from big tech, these requests 
are not always fulfilled. This was evident in a study by Surfshark that analysed the user data 
requests that Apple, Google, Facebook and Microsoft received from 177 countries between 
2013 and 2022 (Surfshark, 2022). They found that on average, American companies only 
partially or fully fulfilled 66 per cent to 73 per cent of the requests over the years. Foreign 
governments’ requests were also not fulfilled if they contravened US laws — essentially 
making the US the arbiter on whether requests would be granted (Tham, 2022). Moreover, a 
study by TechRobot found that between 2019 and 2020, the US both requested and was 
granted the most access to its citizens’ data by big tech companies (Hellerud, 2022). Hence, 
it has been perceived that certain companies and states have far too much control over the 
personal data of citizens from all over the world. 
 
Consequently, states have increasingly stressed the need to regain control over their citizens’ 
personal data. Data protection and privacy laws may enable governments to establish 
meaningful constraints and oversight over how technology companies access, store and 
utilise citizens’ personal information (Shahbaz & Funk, 2021). In general, they seek to ensure 
that personal information is lawfully obtained — typically through freely given consent — and 
for a specific purpose, and that it is not used for unauthorised surveillance, profiling, or 
unconnected purposes without consent (World Bank, n.d). They also endow individuals with 
certain rights over their data, such as the ability to access, review, rectify and erase personal 
information about them (World Bank, n.d.). Hence, such legislations not only allow 
governments to prescribe how technology companies deal with their citizens’ personal data, 
but they may also increase citizens’ control over their personal data. The secondary goal of 
enhancing citizens’ autonomy and influence over their own data has been highlighted in 
several data protection and privacy legislations, such as the GDPR10 and Canada’s proposed 
Digital Charter Implementation Act 2020.11  
 
The EU has been one of the world’s most vocal advocates of digital privacy rights (Walt, 2020), 
and its “European Declaration on Digital Rights and Principles for the Digital Decade” outlines 
its commitment to protecting the digital privacy of EU citizens. The declaration asserts that 
“everyone has the right to the protection of their personal data online”, and “everyone should 
have access to digital technologies, products and services that are safe, secure and privacy-
protective by design” (European Commission, 2022a).  
 
Besides the UK, the Indian government has also been a prominent advocate of regaining 
control over its citizens’ data, with “data sovereignty” a central pillar of its foreign policy vision 

 
Cambridge Analytica could obtain such information without needing to alert users (Rosenberg & 
Frenkel, 2018). 
10 For instance, recital 68 of the GDPR states that “to further strengthen the control over his or her 
own data, where the processing of personal data is carried out by automated means, the data subject 
should be allowed to receive personal data concerning him or her which he or she has provided to a 
controller in a structured, commonly used, machine-readable and interoperable format, and to 
transmit it to another controller.” 
11 In the Canadian government’s news release on the proposed Digital Charter Implementation Act 
2020, it states that the legislation will “increase control and transparency when Canadians’ personal 
information is handled by companies.” For the full news release, refer to Innovation, Science and 
Economic Development Canada (2020).  
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(Basu, 2021). This emphasis was evident in India’s draft National e-Commerce Policy 2019, 
which declared, “India and its citizens have a sovereign right to their data. This right cannot 
be extended to non-Indians” (Department for Promotion of Industry and Internal Trade, 2019).  

3.3 Digital sovereignty in practice 
States have employed a range of different strategies to achieve their digital sovereignty-
related goals. This review has identified three strategies that many states have employed to 
address the objectives discussed in the preceding sections.  

3.3.1 Enhancing cybersecurity  
The importance of cybersecurity has been increasingly emphasised by states across the world 
(see Section 3.2.1). Cybersecurity may be understood as “the art of protecting networks, 
devices, and data from unauthorised access or criminal use and the practice of ensuring 
confidentiality, integrity, and availability of information” (Cybersecurity and Infrastructure 
Agency, 2021). A similar definition by the UK’s National Cyber Security Centre (NCSC) defines 
cybersecurity as “how individuals and organisations reduce the risk of cyber-attack” (National 
Cyber Security Centre, n.d.). States are increasingly prioritising cybersecurity in order to 
defend against the burgeoning number of modern-day cyber threats, especially cyber-enabled 
foreign interference. Across the globe, at least 114 states have adopted cybersecurity 
strategies, 12 while 118 states have established national Computer Emergency Response 
Teams (CERTs) (Gillani et al., 2022). National CERTs are organisations dedicated towards 
the coordination of preventative measures and incident responses across the nation. 
 
Examples of cybersecurity strategies from states across the world can be found in Table 1 
below. We highlight Estonia’s cybersecurity strategy due to its status as a small state that has 
become a leading cybersecurity norm entrepreneur at the UN and other international 
organisations (Crandall & Allan, 2015). Germany has been described as the most active 
advocate of digital sovereignty in the EU (Lambach & Oppermann, 2022; Pohle, 2020), and 
Lithuania was ranked highly on two cybersecurity indices.13 Based on the same two indices, 
Malaysia was also analysed as it obtained, on average, the highest ranking across the 
Southeast Asian region.14 
 
 
 
 
 
 
 
 
 
 

 
12 Among the 118 states, 17 are from Sub-Saharan Africa, 18 from the Americas, 11 from the Arab 
states, 21 from the Asia-Pacific, 41 from Europe, and six from the Commonwealth of Independent 
States. 
13 Lithuania ranked 3rd in the e-Governance Academy’s National Cyber Security Index (NCSI) 2021, 
and 6th in the Global Cybersecurity Index (GCI) by the International Telecommunication Union (ITU). 
14 Malaysia was the highest ranked Southeast Asian state in the NCSI, where it obtained the 20th 
position. It was also the 2nd highest ranked Southeast Asian state in the GCI, where it placed 6th. 
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Table 1. Examples of cybersecurity strategies 
 
Country Example of 

cybersecurity 
strategy 

Key scope 

Estonia Cybersecurity 
Strategy 
2019-2022 

1. To achieve a sustainable digital society with strong 
technological resilience and readiness to cope with crises. 

2. To achieve a strong, innovative, research-based and 
globally competitive enterprise and R&D in the 
cybersecurity sector, covering the key competencies that 
are important for Estonia. 

3. To remain a credible and strong partner in the international 
arena. 

4. To achieve a cyber-literate society and ensure a future 
supply of specialists in the field. 

Germany Cyber 
Security 
Strategy for 
Germany 
2021 

1. To remain safe and autonomous in a digital environment.  
2. To strengthen the cybersecurity in private industry and 

critical infrastructures, and enhance cooperation between 
the government and industry. 

3. To develop a strong and sustainable cybersecurity 
architecture for every level of government. 

4. To strengthen Germany’s active role in European and 
international cybersecurity policy. 

Lithuania National 
Cyber 
Security 
Strategy 
(2018) 

1. To strengthen cybersecurity of the country and the 
development of cyber defence capabilities. 

2. To ensure prevention and investigation of criminal 
offences in cyber space. 

3. To promote cybersecurity culture and development of 
innovation. 

4. To strengthen a close cooperation between private and 
public sectors. 

5. To enhance international cooperation and ensure the 
fulfilment of international obligations in the field of 
cybersecurity. 

Malaysia Malaysia 
Cyber 
Security 
Strategy 
2020-2024 

1. To create effective governance and management. 
2. To strengthen legislative framework and enforcement. 
3. To catalyse world class innovation, technology, R&D and 

industry. 
4. To enhance capacity and capability building, awareness 

and education. 
5. To strengthen global collaboration. 

 
[Ploy Chanprasert on the rise of cybersecurity laws] “In countries across 
Southeast Asia, you observe a wave of cybersecurity laws being adopted, or 
being proposed. Firstly, it was adopted in Vietnam, and then in Thailand, and 
then the idea expanded to Myanmar and Cambodia as well.”  
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Multilateral efforts have also been undertaken to strengthen cybersecurity across the globe. 
The EU has introduced the NIS 2 Directive, which establishes the baseline for cybersecurity 
risk management measures and reporting obligations across sectors in the EU, such as 
energy, transport, and digital infrastructure (Cyber Risk GmbH, n.d.-a). It aims to reduce 
divergences in cybersecurity requirements and implementation across member states, 
whereby they are required to adopt and publish the measures necessary for compliance by 
October 2024.  
 
Meanwhile, the Economic Community of West African States (ECOWAS) also implemented 
its Regional Cybersecurity and Cybercrime Strategy in 2021. It seeks to improve the national 
cybersecurity and cybercrime mechanisms in member states, which will in turn strengthen the 
resilience and security of essential infrastructure and services in the region (ECOWAS, 2021). 
One of its objectives is for member states to adopt and update their national cybersecurity and 
cybercrime policy and strategy at least every five years. Another is for member states to each 
establish a national cybersecurity authority and national CERTs, and to develop a general 
security baseline with “legal force” (ECOWAS, n.d.).  
 
As for the Association of Southeast Asian Nations (ASEAN), it recently launched the ASEAN 
Cybersecurity Cooperation Strategy 2021–2025, which builds on its past 2017–2020 strategy 
(ASEAN, n.d.-a). The strategy aims to build a cyberspace that is “open, secure, stable, 
accessible, interoperable and peaceful,” based on the “voluntary, non-binding norms of 
responsible State behaviour.” Its initiatives include the development of regional cybersecurity 
standards, multistakeholder regional capacity building programmes, and a regional CERT. 
ASEAN’s regional CERT covers eight functions, such as facilitating the coordination and 
information-sharing between member states’ national-level CERTs (CSA, 2022c). 

3.3.2 Data localisation requirements 
To address concerns over the lack of oversight and control over citizens’ data (see Section 
3.2.4), many states have implemented data localisation requirements. In general, data 
localisation requires data to be stored and processed domestically, with the main objective of 
enhancing a state’s sovereign control over its citizens’ data (Wu, 2021). They have been 
increasingly utilised by governments to target a growing range of data types and categories 
deemed as “important”, “sensitive” or relevant to national security (Cory & Dascoli, 2021). Data 
localisation requirements have gained significant traction after the Snowden revelations 
(Mishra, 2015), whereby countries such as Brazil, Germany and India began considering 
enacting data localisation laws (Hill, 2014). Such policies are often justified by the need to 
prevent foreign surveillance or safeguard the privacy and security of personal data (Chander 
& Lê, 2015; Bauer et al., 2015). However, data localisation requirements may also be 
motivated by the desire to benefit domestic industries and the local economy (see Sections 
3.2.2 and 3.2.3) — though such a goal may not be made explicit (Chander & Lê, 2015). 
Specifically, they may be used as non-tariff barriers that disadvantage foreign competitors in 
favour of domestic technology companies. 
 
However, whether implementing data localisation confers economic advantages is highly 
contentious. One argument against data localisation is that local data centres may have to 
charge higher prices to local businesses and Internet users to store data, as compared with 
efficient global data centres which enjoy economies of scale (Selby, 2017). Another possibility 



 

 
 

25 

is that local businesses will be denied access to global services that may enhance their 
productivity (Chander & Lê, 2015).  
 

[Jeff Paine’s critique on data localisation] “Data localisation definitely increases 
costs, and the other issue is cybersecurity. It’s one thing if you have sets of 
data all over the place, are you ensuring that the cybersecurity is really up to 
par?” 
 
[Ploy Chanprasert’s critique on data localisation] “Data localisation comes with 
costs. Big companies may be able to do it because they have more money 
compared to a smaller tech company…. In reality, it’s not that easy just to say 
to localise data, it comes with higher costs.”  

 
Despite numerous counter-arguments, many countries have implemented data localisation 
requirements. According to the Information Technology and Innovation Foundation, the 
number of data localisation measures in force around the world has more than doubled from 
67 to 144 between 2017 and 2021 (Cory & Dascoli, 2021). Moreover, at the time of writing, 
another 38 data localisation policies had either been proposed or were under consideration. 
China, India and Turkey in particular, were considered the “world leaders” in data localisation 
requirements (Cory & Dascoli, 2021). However, countries as varied as Australia, Brunei, 
Canada, Indonesia, Nigeria, South Korea and Vietnam have also introduced data localisation 
laws or restrictions on the free flow of data (Kyger, 2019; Mishra, 2015). Despite the growing 
trend, it appears that states are still navigating data localisation requirements. For instance, in 
2019, Indonesia revoked its Government Regulation 82 of 2012, a provision that necessitated 
economy-wide data localisation (Li, 2022), although it has enacted localisation in specific 
sectors (e.g., finance) and is contemplating doing so in other areas (e.g., public service 
providers) (Cory, 2022). 
 
Given their widespread implementation, data localisation requirements vary across the world. 
According to Wu (2021), most requirements tend to fall within three broad categories. 
 

• The first and strictest type of localisation policy requires local-only storing, transmission 
and processing, which generally prohibits the transfer of data to other countries. An 
example is Russia’s Federal Law No. 242-FZ, whereby operators must ensure that the 
recording, systematisation, accumulation, storage, adjustment and retrieval of 
personal data of Russian citizens is performed through database servers located within 
the territory (Golovanova, 2020).   

 
• The second category requires companies to keep a local copy of data in local 

servers or data centres, granting governments easier access for regulation or law 
enforcement purposes. One example is the Indian Personal Data Protection Bill 
2019, whereby sensitive personal data must be stored in India, but a copy may be 
transferred outside of India — subject to certain data transfer requirements (Lee et 
al., 2020).  
 

• The last category involves the imposition of narrower, conditional restrictions, where 
data can only be transferred internationally if certain conditions are met by the 
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transferee and receiving country. For instance, Section 12 of Argentina’s Data 
Protection Law forbids international data transfer to countries that do not provide 
“adequate levels of protection”. Protection is deemed as adequate if it is derived 
directly from the legal order, self-regulatory measures or contractual clauses that 
include specific data protection provisions (Furman et al., 2022).  

 
It should be noted that Argentina’s Data Protection Law was also motivated by the desire to 
align the country’s data protection law with the EU’s GDPR (Microsoft, 2022), which has been 
an extremely influential data regulation (Larsen, 2022). Like the Argentinian law, the GDPR 
also permits the conditional transfer of personal data outside of the EU. Specifically, data may 
be transferred when the recipient territory possesses a level of data protection equivalent to 
that of the EU (Hirdaramani, 2022). 

3.3.3 Data protection and privacy legislation 
A growing number of governments are also implementing data protection and privacy 
legislations to protect personal data (see Section 3.2.1). According to the UN Conference on 
Trade And Development (UNCTAD), by the end of 2021, 137 out of 194 countries worldwide 
had implemented legislation to secure the protection of data and privacy (UNCTAD, n.d.). At 
the time of writing, another 9 per cent of all countries across the world were also in the process 
of drafting data protection and privacy legislation. However, adoption appears to be unevenly 
distributed around the globe — only 61 per cent of countries in Africa and 57 per cent of 
countries in Asia have adopted data protection and privacy legislation. 
 
Despite their growing prevalence, data protection and privacy laws are not without their 
limitations and risks. Notably, the Office of the UN High Commissioner for Human Rights 
(OHCHR) has warned that data protection laws are often “inadequate or make broad 
exceptions for law enforcement and intelligence services” (OHCHR, 2022, p.13). Moreover, 
general data privacy laws typically “do not provide detailed guidance to ensure limitations on 
the use of specific surveillance tools” (OHCHR, 2022, p.13). Thus, the Office has stressed the 
need for dedicated legal instruments, particularly for surveillance done in the context of law 
enforcement and national security. They also recommended that laws and regulations have 
clearly determined and strict limitations on the access and merging of government databases. 
 

[Jeff Paine’s on the risks of data protection laws] “Some of the challenges that 
we see in [Southeast Asia] is the personal data protection laws, for example. 
They can grant excessive power to local authorities to exercise more control 
over the Internet. And that really can impact user confidence, and also the 
security and privacy of online communications. It also allows the state to have 
a lot more control of the digital space. And that really gives them the ability to 
tighten surveillance and impact online freedoms.” 
 
[Ploy Chanprasert on the limitations of data protection laws] “The personal data 
protection [laws] that are currently in place are not really enough, because 
usually, they exclude the government and state agencies…. Usually, countries 
have laws that allow the government to do a lawful interception…. So, when 
you have a data protection [law] in place, usually the law will have to exclude 
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the government because it would [contradict] with those existing laws that allow 
the lawful interception to happen.” 

 
Several states have taken centre stage in the drive toward regaining control over their citizens’ 
data. The EU’s GDPR has been one of the most influential data protection and legislation, 
which has inspired similar regulations from other parts of the world. They include California’s 
Privacy Rights Act (Keane, 2021), Brazil’s Lei Geral de Proteção de Dados Pessoais (Carrillo 
& Jackson, 2022), and China’s Personal Information Protection Law (Borak, 2021). It has also 
had the “Brussels effect”, whereby the regulation has extended beyond EU borders because 
market mechanisms externalise domestic laws — for instance, rather than maintain different 
sites for varying regions, websites opt to apply EU requirements globally (Elms, 2021a). The 
GDPR has replaced the previous, disparate data protection laws existing across Europe, 
serving as a new framework for legislation across the EU (Burgess, 2020). Notably, the GDPR 
also claims extraterritorial jurisdiction, whereby it applies to organisations outside of the EU if 
two conditions are met: (i) the organisation offers goods or services to people in the EU, or (ii) 
the organisation monitors their online behaviour (Wolford, n.d.-a).  

 
[Ingrid Volkmer on the extraterritoriality of the GDPR] “With the [GDPR], and 
this is the idea of the data subject in Europe, it also overrides other sovereign 
understanding[s], because all of a sudden, a European citizen living in 
Australia, targeted by an Australian advertising company who is monitoring his 
or her behaviour, needs to comply with the EU data regulation, because they 
are looking at the European citizen. So, there are these new formations of this 
sort of extraterritorial sovereignty, what we see in the EU.”  

 
Table 2 below summarises the key features of the GDPR, based on information extracted from 
the European Parliament and European Council (2016) and Wolford (n.d.-b). 
 
Table 2. Key features of the GDPR  
 
Key definitions • Personal data: any information relating to an identified or 

identifiable natural person (“data subject”). 
• Controller: the natural or legal person, public authority, agency or 

other body which, alone or jointly with others, determines the 
purposes and means of the processing of personal data. 

• Processor: a natural or legal person, public authority, agency or 
other body with processes personal data on behalf of the controller. 

Data protection 
principles 

1. Lawfulness, fairness and transparency: processing must be lawful, 
fair and transparent to the data subject. 

2. Purpose limitation: personal data must be collected for specified, 
explicit and legitimate purposes and not further processed in a 
manner incompatible with those purposes. 

3. Data minimisation: personal data should be adequate, relevant and 
limited to what is necessary in relation to the purposes for which 
they are processed. 

4. Accuracy: personal data must be accurate and, where necessary, 
kept up to date. 
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5. Storage limitation: personal data may be kept in a form which 
permits identification of data subjects for no longer than is 
necessary for the purposes for which the personal data are 
processed. 

6. Integrity and confidentiality: personal data must be processed in a 
manner that ensures security, integrity and confidentiality of the 
personal data, using appropriate technical or organisational 
measures. 

7. Accountability: the controller is responsible for and should be able 
to demonstrate compliance with all the principles.  

Rights of the 
data subject  

• The right to be informed 
• The right of access 
• The right to rectification 
• The right to erasure (“right to be forgotten”) 
• The right to restriction of processing 
• The right to data portability  
• The right to object 
• Rights in relation to automated decision making and profiling 

Key obligations  Responsibility of the controller: 
• The controller shall implement appropriate technical and 

organisational measures to ensure and be able to demonstrate that 
processing is performed in accordance with the GDPR. 

Data protection by design and by default: 
• The controller shall, both when determining the means for 

processing and during the processing itself, implement appropriate 
technical and organisational measures (e.g., pseudonymisation) 
designed to implement the data protection principles. 

• The controller shall implement appropriate technical and 
organisational measures for ensuring that, by default, only personal 
data which are necessary for each specific purpose of the 
processing are processed. 

Processor: 
• When processing is to be carried out on behalf of a controller, the 

controller shall use only processors that provide sufficient 
guarantees to implement appropriate technical and organisational 
measures that meet the requirements of the GDPR. 

 
[Jeff Paine on the influence of the GDPR] “If you look at the EU, they had the 
GDPR. And I think that a lot of people at APEC then started trying to adapt their 
privacy rules based off GDPR. In some cases, they would cherry pick the parts 
that they liked, when setting up their own privacy regimes in Southeast Asia.”  

 
The Indian government has also taken notable steps in terms of data protection legislation. It 
recently withdrew the Personal Data Protection Bill 2019, with the aim of replacing it with more 
comprehensive data protection (Verma, 2022). The new proposed bill, the Digital Personal 
Data Protection Bill (2022), covers personal data collected online and personal data collected 
offline but is digitised for processing (Goyal, 2022). A key feature of the bill is its proposal to 



 

 
 

29 

set up a Data Protection Board of India, which will monitor and assess non-compliance, as 
well as impose penalties. Technology companies such as Amazon and Meta will also be 
mandated to appoint data protection officers based in India (Pradhan & Kumar, 2022). India’s 
Digital Personal Data Protection Bill is expected to have considerable influence on subsequent 
laws in other countries, given to its large population and influence in the global data economy 
(Keane, 2021).  

4. Singapore’s performance on global indices and 
benchmarks related to digital sovereignty 

The previous sections of the review unpacked the concept of digital sovereignty, by analysing 
it from a theoretical perspective, as well as identifying trends in its application across different 
states. This next section examines how Singapore is doing in terms of safeguarding its 
sovereignty (i.e., protecting its cybersecurity and citizens’ data and privacy) while harnessing 
the benefits of the cyberspace (i.e., growing its digital economy and cross-border data flows).  
 
During our review, we found only one index that specifically analysed states’ performance on 
digital sovereignty, the European Council on Foreign Relation’s European Sovereignty Index 
(Puglierin, 2022). The index scored EU member states based on their contribution to 
European sovereignty across six terrains, including technology. However, as the index 
specifically examines EU member states, it is not directly appliable to non-EU states like 
Singapore. The scope of the index is also limited to a specific aspect of digital sovereignty and 
focuses on the regulation and capacity-building of “critical technologies”, rather than other 
aspects of the digital sphere.  
 
However, as discussed in the preceding sections, digital sovereignty is a multifaceted concept 
that encompasses other domains such as increasing the independence and competitiveness 
of local industries, and strengthening data protection and privacy. Hence, we selected global 
indices and benchmarks pertaining to the different domains of digital sovereignty, based on 
their recency and global scope. Where data was available, we also compared Singapore’s 
performance on the indices to two digitally advanced states that have taken concerted efforts 
to enhance their digital sovereignty — Australia and Germany (see Table 3). Australia was 
identified as a country that had taken notable steps15 towards pursuing digital sovereignty 
while striking the fine balance between guarding national interests with the pursuit of free 
digital trade policies (Internet Society, 2022; Department of Foreign Affairs and Trade, 2021). 
Germany was also examined given its status as one of the earliest and most prominent 
proponents of digital sovereignty in the EU (Internet Society, 2022; Lambach & Oppermann, 
2021). 
 
 
 
 
 
 

 
15 Some notable initiatives include its whole-of-government Hosting Strategy to address “risks to data 
sovereignty, data centre ownership and the supply chain” (Australian Government, n.d.-a), and its 
appointment of an inaugural Ambassador for Cyber Affairs and Critical Technology (Wong, 2023). 
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Table 3. Global indices related to digital sovereignty 
 
Domain Index Organisation Singapore Australia Germany 
Cybersecurity Global 

Cybersecurity 
Index 2020 

International 
Telecommunication 
Union (ITU) 

4th  12th  13th  

Global Cyber 
Risk Literacy 
Index 2021 

Oliver Wyman 
Forum 

2nd  4th  11th  

National Cyber 
Security Index 
2023 

e-Governance 
Academy 

31st  40th  5th   

National Cyber 
Power Index 
2022 

Belfer Center 18th  1st  10th  

Digital 
economy 

World Digital 
Competitiveness 
Ranking 2022 

International 
Institute for 
Management 
Development (IMD) 

4th  14th  19th  

Network 
Readiness 
Index 2022 

Portulans Institute 1st  14th  8th  

Cross-border 
data flows 

Cross-Border 
Data Flows 
Index 2021 

Salesforce 3rd  7th  7th  

Data 
protection 
and privacy  

Data Protection 
Index 2020 

TRPC 4th  4th  4th  

Privacy Index DataGuidance Scored 5 
out of 5 

- - 

Data 
Confidence 
Index 

Global Web Index Scored 
1.5 

Scored 
1.6 

Scored 
1.3 

 
Additionally, the following sections will also review the key measures that Singapore has 
implemented in the four different domains of digital sovereignty, to identify the gaps that should 
be addressed. 

4.1 Guarding against cyber-enabled foreign interference 

4.1.1 What Singapore has done to secure its infrastructure  
Cybersecurity has long been a priority of the Singaporean government, with cybersecurity-
related legislation dating back to the late 20th century. For instance, the Computer Misuse Act 
(CMA) was introduced in 1993 to criminalise access or modification of computer material, and 
other computer crimes (Ministry of Home Affairs [MHA], 2017). By the early 21st century, the 
government had begun implementing policies to coordinate cybersecurity efforts across the 
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government. These include its first Infocomm Security Masterplan (2005-2007) (Tan, 2005),16 
the Infocomm Security Masterplan (2008-2012) and the National Cyber Security Masterplan 
(NCSM2018) (CSA, 2016a).  
 
The decade that followed witnessed a flurry of cybersecurity-related strategies and legislation. 
Notably, the CSA was established in 2015, with the mission of keeping Singapore’s 
cyberspace “safe and secure to underpin our National Security, power a Digital Economy, and 
protect our Digital way of Life” (CSA, n.d.-a). Singapore’s Cybersecurity Strategy 2016 was 
introduced a year after, which sought to build a resilient infrastructure, create a safer 
cyberspace, develop a vibrant cybersecurity ecosystem, and strengthen international 
partnerships (CSA, 2016a). 17 The CSA has since introduced initiatives to strengthen the 
cybersecurity of Singaporean companies. Some of these initiatives are presented in Table 4 
below. 
 
Table 4. Examples of cybersecurity initiatives by the CSA 
 
Name Year 

implemented 
Details Target group(s) 

SG Cyber 
Safe 
cybersecurity 
toolkits 

2021 Tailored cybersecurity toolkits to 
provide information on cybersecurity 
issues and threats and enable 
organisations to adopt cybersecurity 
measures pertinent to their job roles. 

Large enterprise 
leaders, SME 
owners, IT teams 
and employees 

Cyber 
Essentials 
Mark 

2022 A cybersecurity certification for 
organisations embarking on their 
cybersecurity journeys, to enable them 
to prioritise the cybersecurity measures 
needed to safeguard their systems and 
operations from common cyber-attacks. 

SMEs 

Cyber Trust 
Mark 

2022 A cybersecurity certification for 
organisations with more extensive 
digitalised business operations. It 
adopts a risk-based approach to guide 
them in understanding their risk profiles 
and identify relevant cybersecurity 
preparedness areas required to 
mitigate these risks. 

Larger or more 
digitalised 
organisations 

 
More importantly, recognising the importance of partnerships to strengthen its cybersecurity, 
Singapore has also embarked on bilateral efforts like the Memorandums of Understanding 
(MOUs) with several countries. These include MOUs signed with India in 2015 (CSA, 2015), 
the Netherlands in 2016 (CSA, 2016b), Australia in 2017 (CSA, 2017) and Canada in 2018 
(CSA, 2018). These MOUs formalise Singapore and its partner countries’ commitment to 

 
16 The Masterplan was a strategic roadmap outlining national efforts to develop capabilities that would 
prevent cybersecurity incidents, protect Critical Information Infrastructure (CII) from cyber threats, and 
recover swiftly from actual attacks. 
17 This was later updated with the Singapore Cybersecurity Strategy 2021, which adopted a broader, 
more proactive and multistakeholder approach to cybersecurity. 

https://www.csa.gov.sg/our-programmes/support-for-enterprises/sg-cyber-safe-programme/cybersecurity-toolkits
https://www.csa.gov.sg/our-programmes/support-for-enterprises/sg-cyber-safe-programme/cybersecurity-toolkits
https://www.csa.gov.sg/our-programmes/support-for-enterprises/sg-cyber-safe-programme/cybersecurity-toolkits
https://www.csa.gov.sg/our-programmes/support-for-enterprises/sg-cyber-safe-programme/cybersecurity-toolkits
https://www.csa.gov.sg/our-programmes/support-for-enterprises/sg-cyber-safe-programme/cybersecurity-certification-scheme-for-organisation/cyber-essentials
https://www.csa.gov.sg/our-programmes/support-for-enterprises/sg-cyber-safe-programme/cybersecurity-certification-scheme-for-organisation/cyber-essentials
https://www.csa.gov.sg/our-programmes/support-for-enterprises/sg-cyber-safe-programme/cybersecurity-certification-scheme-for-organisation/cyber-essentials
https://www.csa.gov.sg/our-programmes/support-for-enterprises/sg-cyber-safe-programme/cybersecurity-certification-scheme-for-organisation/cyber-trust
https://www.csa.gov.sg/our-programmes/support-for-enterprises/sg-cyber-safe-programme/cybersecurity-certification-scheme-for-organisation/cyber-trust
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cooperating in the domain of cybersecurity and establish collaborative measures such as 
information exchange and sharing on cyber threats and cyber-attacks, as well as joint 
cybersecurity exercises.  
 
Lastly, ASEAN has also been a platform by which Singapore has sought to enhance its 
national and regional cybersecurity. Notably, the Singapore government has committed $30 
million to fully fund the ASEAN-Singapore Cybersecurity Centre of Excellence (ASCCE), a 
“cyber think-tank” located within the CSA’s premises. The centre provides virtual cyber 
defence training and exercises for the national CERTs of ASEAN member states, as well as 
promotes open-source information sharing on cyber threats, attacks, and best practices 
among them (Chee, 2021a; Baharudin, 2018).  

4.1.2 Singapore’s performance on cybersecurity indices  
Singapore has had a mixed performance on indicators pertaining to cybersecurity. In terms of 
indices that it placed well in, Singapore ranked joint 4th on the ITU’s Global Cybersecurity 
Index (GCI) 2020, alongside South Korea and Spain (see Table 5). It was ahead of Australia 
and Germany, which placed 12th and 13th respectively. The index examined 194 countries 
based on their commitment to cybersecurity across five pillars: 
 

1. Legal: Measures the laws and regulations on cyber-crime and cybersecurity. 
2. Technical: Measures the implementation of technical capabilities through national and 

sector-specific agencies. 
3. Organisational: Measures the national strategies and organisations implementing 

cybersecurity. 
4. Capacity development: Measures awareness campaigns, training, education and 

incentives for cybersecurity capacity development. 
5. Cooperation: Measures partnerships between agencies, firms and countries. 

 
Table 5. Countries ranked highest in the GCI 2020 
 

Country GCI score in 
2020 

GCI rank in 
2020 

GCI rank in 
2018 

US 100 1 2 
UK 99.54 2 1 
Saudi Arabia 99.54 2 13 
Estonia 99.48 3 5 
South Korea 98.52 4 15 
Singapore 98.52 4 6  
Spain 98.52 4 7 
Russian Federation 98.06 5 26 
United Arab Emirates 98.06 5 33 
Malaysia 98.06 5 8 

 
Singapore’s performance in 2020 (4) was an improvement from its 2018 position (6). In terms 
of its strengths, Singapore obtained perfect scores on the legal, capacity development, and 
cooperative measures pillars (see Figure 2). However, its lowest score was in the 
organisational measures pillar. This may partially be because Singapore appears to lack any 
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metrics for assessing (i) cyberspace associated risks or (ii) the level of cybersecurity 
development at the national level. 
 
Figure 2. Singapore’s scores across the five pillars of the 2020 GCI 

 
 
Singapore also placed 2nd in Oliver Wyman Forum’s Global Cyber Risk Literacy Index 2021, 
after Switzerland (See Figure 3). In comparison, Australia was ranked 4th and Germany 11th. 
The index aims to measure a population-wide average of cyber literacy across 50 
geographies, including the EU. It examines five key drivers of cyber risk literacy and education: 
 

1. Public motivation: Measures the population’s commitment to practicing cybersecurity, 
including metrics such as the rate of adherence to specific cyber practices. 

2. Government policy: Evaluates government policies to improve cyber risk literacy and 
education, including evaluation of metrics that assess the geography’s national 
cybersecurity strategy. 

3. Educational system: Measures the extent to which cyber risk instruction is encouraged 
or mandated, includes metrics that assess primary and secondary school curricula. 

4. Labour market: Measures the degree to which employers drive demand for cyber 
literacy skills, including metrics such as the uptake of cybersecurity-related roles and 
the number of cybersecurity start-ups. 

5. Population inclusivity: Measures degree of equal access to digital technologies and 
formal education in a geography, including metrics such as Internet access and school 
completion rates. 
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Figure 3. Top 10 countries in Global Cyber Risk Literacy Index, with weight driver scores 

 
 
As evident in Figure 3, Singapore scores particularly well in the public motivation, educational 
system and labour market drivers, where it ranks 3rd, 1st and 2nd respectively. However, 
Singapore’s weakest performance was in the government policy pillar, where it placed 19th. 
One reason may be the lack of “measurable and accountable goals” on cyber risk literacy and 
education in the country’s national cybersecurity strategy.  
 
Conversely, Singapore was ranked 31st in the e-Governance Academy’s National Cyber 
Security Index (NCSI) 2023. Belgium, Lithuania and Estonia led the rankings, whereas 
Germany placed 5th and Australia 40th. By focusing on measurable cybersecurity aspects 
implemented by the government, the global index measures the preparedness of countries to 
prevent cyber threats and manage cyber incidents. Among the capacities examined, 
Singapore received the lowest scores for its protection of digital services (0 per cent) and 
military cyber operations (33 per cent). Table 6 below summarises the factors underlying 
Singapore’s weaker performance on the two capacities: 
 
Table 6. Breakdown of indicators that Singapore did not perform well in for the NCSI 2021 
 
Capacity Indicator 
Protection of digital services • No cyber security responsibility for digital service 

providers 
• Lack of cyber security standard for the public sector  
• No competent supervisory authority for public and 

private digital service providers.  
Cyber operations unit • No cyber operations military unit 

• Lack of participation in international cyber exercises 
in the last 3 years. 

 
However, Singapore’s ranking on the NCSI was based on data last updated in October 2021, 
and hence it does not factor in subsequent policy developments in Singapore. Singapore has 
since established a cyber operations military unit, the Digital and Intelligence Service (Ministry 
of Defence [MINDEF], 2022). The Singapore government is also currently working on new 
cybersecurity legislation for digital service providers, or specifically what it refers to as 
foundational digital infrastructure and key digital services (Chee, 2022). This new legislation 
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would require online service and applications which are widely used to comply with 
government cybersecurity rules, similar to the requirements that CIIs must adhere to.  
 
Singapore also ranked 18th for the “strengthening and enhancing cyber defenses” objective of 
Belfer Center’s National Cyber Power Index (NCPI) 2022 (See Figure 4). Australia and 
Germany both ranked above Singapore, placing at the 1st and 10th position respectively. The 
index compares 30 states based on the extent to which they have “prioritised enhancement 
of the defence of government and national assets and systems, and improved national cyber 
hygiene and resilience.” This includes measures to actively defend government assets, 
promote cybersecurity and cyber hygiene to key industries and the general population, and 
raise national awareness of cyber threats.  
 
Figure 4. Ranking of 30 states on the “strengthening and enhancing cyber defenses” objective 

 

 
 
Singapore’s 2022 rank (18) was a slight drop from its 2020 position (13). One key reason is 
that Singapore is relatively vulnerable to cyber threats — for example, due to its high 
percentage of ICT imports,18 and its large proportion of citizens that use the Internet.19 This 
has been corroborated by reports from Cybereason (Kurohi, 2022) and Check Point Research 

 
18 This is because, according to the NCPI, “the more information and communication technology that 
is imported, the market need for domestic solutions may decrease, and the state may incur higher 
supply chain risk within its domestic cyber infrastructure.” 
19 This is because, according to the NCPI, “more individuals on the Internet (in many cases) may 
result in a greater amount of the domestic populace vulnerable to foreign disinformation campaigns 
cybercrime or cyber espionage attempts.”  



 

 
 

36 

Team (2021) which highlight that Singapore is especially susceptible to cyber threats such as 
ransomware attack, as compared to its regional or even global peers. Another reason may be 
that although Singapore has a national cybersecurity strategy, its strategy does not include a 
detailed success criteria to assess the extent to which its goals are met.  

4.2 Growing the digital economy 

4.2.1 What Singapore has done in terms of the digital economy  
Embracing the use of technology has long been a critical component of the Singapore 
government’s development strategy (Chong, 2021). Since the late 1970s, the government 
recognised that the small island could not compete with its larger regional neighbours in labour 
intensive industries and determined that it should instead develop its competitive edge by 
concentrating on capital- and technology-intensive activities (Hioe, 2001; Tan, 1999). 
Consequently, the government has consistently undertook concerted efforts to “become a 
world-class adopted of IT” (Tan & Zhou, 2018) — such as through its National Computerisation 
Plan in 1980,20 the 1986 National IT Plan (NITP)21 and the Intelligent Nation (iN2015) 10-year 
masterplan. 22  These efforts have been instrumental in developing and maintaining 
Singapore’s reputation as a technology and communications hub (Chong, 2021).  

At present, Singapore’s most recent whole-of-nation digitalisation masterplan is its Smart 
Nation initiative launched in 2015 (Smart Nation and Digital Government Office [SNGDO], 
2018).23 Of particular relevance to this review is the Digital Economy pillar, which seeks to 
capitalise on the latest digital technologies to digitalise processes and promote business 
growth, as well as attract foreign investment to create new jobs and opportunities for 
Singaporeans (SNDGO, n.d.-a). The Digital Economy Framework For Action by the Infocomm 
and Media Development Authority (IMDA) (2018) further outlines the three key strategies for 
Singapore to develop a thriving digital economy:  

1. To accelerate economic growth by digitalising industries and businesses. 
2. To develop an ecosystem that promotes the vibrancy and competitiveness of 

businesses. 
3. To transform the Infocomm Media industry to be a key growth driver of the Digital 

Economy. 

 
20 The five-year plan focused primarily on three areas: (i) embarking on a Civil Service 
Computerisation Programme (CSCP) to computerise the major functions in every government 
ministry, (ii) facilitating the growth and development of the local IT industry, and (iii) developing an IT 
talent pool to meet the future needs of the industry. 
21 The 10-year plan aims to transform Singapore into an “intelligent island” over the next 15 years, by 
capitalising upon rapidly advancing IT to deliver high-quality living and spearhead economic 
competitiveness.  
22 iN2015 consisted of four main objectives: (i) to establish an ultra-high speed, pervasive, intelligent 
and trusted infocomm infrastructure; (ii) to develop a globally competitive infocomm industry; (iii) to 
develop an infocomm-savvy workforce and globally competitive infocomm manpower; and (iv) to 
spearhead the transformation of key economic sectors, government and society through more 
sophisticated and innovative use of infocomm.   
23 The initiative outlines its vision of a “digital-first Singapore” where a Digital Government, Digital 
Economy, and Digital Society harness technology to transform heath, transport, urban living, 
government services and businesses. 
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As part of the Smart Nation Initiative, the government has introduced a range of initiatives to 
support the digitalisation of Singaporean companies. SMEs, which employ 72 per cent of the 
workforce and account for 99 per cent of all enterprises in Singapore (Fu & Lim, 2022), have 
been a key target of governments initiatives. In 2017, the government launched the SMEs Go 
Digital programme, to help SME use digital solutions and strengthen their capacity to seize 
growth opportunities in the digital economy (IMDA, n.d.-a). By March 2022, more than 80,000 
SMEs had adopted digital solutions under the programme (Teo, 2022a). Table 7 presents 
some of these solutions offered to SMEs. 

Table 7. Key initiatives offered to SMEs 
 
Name Key details 
Chief Technology 
Officer-as-a-Service 
(CTO-as-a-Service) 

SMEs can access CTO-as-a-Service, a one-stop platform allowing 
them to: 
1. Perform a self-assessment of their digital readiness and 

identify their digitalisation needs and gaps 
2. Learn from other SMEs that have successfully implemented 

digitalisation projects 
3. Receive recommendations of digital solutions based on their 

business needs and profile 
4. Compare digital solutions, by functions and costs 

Grow Digital SMEs can participate in Business-to-Business (B2B) and 
Business-to-Consumer (B2C) e-commerce platforms to sell 
overseas without the need for a physical presence. 

Advanced Digital 
Solutions (ADS) 

SMEs can adopt advanced technologies (e.g., AI, Robotics, 
Blockchain and Internet of Things), and integrated digital solutions 
(e.g., B2B solutions that integrate inventory management, e-
invoicing and digital payments) that address common enterprise-
level challenges at scale.  

However, despite the various initiatives available, supporting the digitalisation of SMEs has 
been not without its challenges. In fact, a joint study by Boston Consulting Group (BCG) and 
IMDA found that more than 60 per cent of Singaporean SMEs are still digital starters. In 
contrast, the figure was less than 20 per cent for large companies (Chan, 2022). To address 
this gap, the Rapid and Immersive Skill Enhancement (Rise) for Business programme was 
launched in September 2022. Under the programme, SMEs can work directly with BCG to 
identify their digital business challenges and related skills gaps. After which, their employees 
will be placed in one of three tracks, where they will learn and apply the necessary digital skills 
under the guidance of industry experts and practitioners. 
 
Singapore has also sought to maximise the potential of data as a strategic asset in its digital 
economy, while ensuring that security and privacy is safeguarded (Lim, 2019; Prime Minister’s 
Office Singapore [PMO], 2019). This has included efforts to increase data sharing across the 
nation. First, the government has been promoting a cultural shift away from individuals being 
mere consumers to active co-creators and contributors of data. For instance, the public can 
harness data sets collected by public agencies through online platforms like data.gov.sg, 
which is a one-stop portal to publicly available datasets from 70 public agencies (SNDGO, 
n.d.-b). In cases where there is public interest and benefit to Singapore and Singaporeans, 

https://www.imda.gov.sg/How-We-Can-Help/smes-go-digital/CTOaaS
https://www.imda.gov.sg/How-We-Can-Help/smes-go-digital/CTOaaS
https://www.imda.gov.sg/How-We-Can-Help/smes-go-digital/CTOaaS
https://www.imda.gov.sg/How-We-Can-Help/smes-go-digital/Grow-Digital
https://www.imda.gov.sg/How-We-Can-Help/smes-go-digital/Advanced-Digital-Solutions
https://www.imda.gov.sg/How-We-Can-Help/smes-go-digital/Advanced-Digital-Solutions
https://data.gov.sg/


 

 
 

38 

the government has also facilitated the sharing of government-verified data with the private 
sector (SNDGO, 2018). One example is the Myinfo platform, a service which allows 
businesses to retrieve the personal data of Singapore citizens and residents from government 
data bases, thus completing the “Know-Your-Customer” (KYC) process without the need for 
customers to provide additional verification documents (Government Technology Agency 
[GovTech], n.d.).   

4.2.2 Singapore’s performance on digital economy indices 
Singapore has ranked highly on indices assessing the competitiveness of countries’ digital 
economy. Firstly, the country placed 4th on the IMD’s World Digital Competitiveness Ranking 
(WDC) Ranking 2022 (See Table 8), ahead of both Australia (14) and Germany (19). The 
ranking analysed and ranked 63 countries based on the extent to which they adopt and explore 
digital technologies leading to transformation in government practices, business models and 
society in general. It examined countries according to three main factors, which are each 
divided into three sub-factors: 

1. Knowledge: Know-how necessary to discover, understand and build new technologies 
— comprising talent, training and education, and scientific concentration. 

2. Technology: Overall context that enables the development of digital technologies —
comprising regulatory framework, capital, and technological factors. 

3. Future readiness: Level of country preparedness to exploit digital transformation —
comprising adaptive attitudes, business agility, IT integration.  

Table 8. Top 10 countries in WDC 2022 
 
Rank Country Score Change from 2021 score 
1 Denmark 100.00 +3 
2 US 99.81 -1 
3 Sweden 99.81 0 
4 Singapore 99.48 +1 
5 Switzerland 98.23 +1 
6 Netherlands 97.85 +1 
7 Finland 96.60 +4 
8 South Korea 95.20 +4 
9 Hong Kong 94.36 -7 
10 Canada 94.15 +3 

Singapore’s 2022 rank was a slight improvement from its 2021 ranking of 5th place. The 
country topped the technology factor (See Figure 5), primarily due to gains in the regulatory 
framework24 and technological framework sub-factors.25 Specifically, Singapore scored highly 

 
24 The regulatory framework sub-factor is based on the following indicators: Starting a business, 
Enforcing contracts, Immigration laws, Development and application of tech, Scientific research 
legislation, and Intellectual property rights. 
25 The technology framework sub-factor is based on the following indicators: Communications 
technology, Mobile Broadband subscribers, Wireless broadband, Internet users, Internet bandwidth 
speed, and High-tech exports. 
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for its ease of starting a business (3),26 enforcing contracts (1)27 and Internet bandwidth speed 
(1).  

Figure 5. Breakdown of Singapore’s performance on the WDC 2022 
 

 

However, Singapore’s key weaknesses were in its number of female researchers (42) and 
immigration laws (43). Firstly, Singapore was observed to have a smaller proportion of female 
researchers mainly or partially employed in research and development (R&D). In fact, the Main 
Science and Technology Indicators by the Organisation for Economic Co-operation and 
Development (OECD) indicates that the number has hovered at approximately 30 per cent 
between 2015 to 2019. Meanwhile, Singapore’s poorer score on immigration laws may be 
attributed to its tightening of foreign worker policies over recent years to promote local 
employment, such as by raising the minimum qualifying salaries for new Employment Pass 
(EP) and S Pass applicants (Mahmud, 2022).  

As for Portulans Institute’s Network Readiness Index (NRI) 2022, Singapore obtained the 
second highest position (See Figure 6). Germany and Australia placed below Singapore at 
the 8th and 14th rank respectively. The NRI assessed 131 countries across various 
components of digital readiness, through the use of four pillars:  

1. Technology: Assesses the level of technology that is a sine qua non for a country to 
participate in the global economy, based on three sub-pillars: (i) access, (ii) content 
and (iii) future technologies. 

2. People: Measures how people apply ICT at three levels of analysis: (i) individuals, (ii) 
businesses and (iii) governments. 

3. Governance: Concerns the establishment and accessibility of systems that promote 
activity within the network economy across three levels: (i) trust, (ii) regulation and (iii) 
inclusion. 

 
26 Taken from the World Banks’s Doing Business 2020, the starting a business indicator considers the 
procedures, time, cost and paid-in minimum capital needed to start a limited liability company. 
27 Taken from the World Banks’s Doing Business 2020, the enforcing contracts indicator considers the 
time and cost needed to resolve a commercial dispute and the quality of judicial processes. 
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4. Impact: Assesses the economic, social and human impact of participation in the 
network economy across three levels: (i) economy, (ii) quality of life and (iii) 
Sustainable Development Goals (SDG) contribution. 

Figure 6. Top 10 countries in NRI 2022 

 

In the NRI 2022, Singapore moved up five positions to earn a place among the top five for the 
first time since 2020. The country performed particularly well on the Technology, People and 
Impact pillars (See Figure 6). Specifically, Singapore ranked highly for its wide-sweeping 
access an adoption of future technologies (2),28 and the impact of network technologies on 
the overall Economy (3).29  

But despite Singapore’s strong overall performance, there are still areas for improvement. 
Notably, under the Governance pillar, the country obtained a low score for the gender gap in 
Internet use indicator where it placed 54th. Similarly, under the Impact pillar, the country 
obtained its poorest score for the women’s economic opportunity indicator (65) 30  — 
suggesting a lack of legal equality between working men and women.  

4.3 Facilitating cross-border data flows 

4.3.1 What Singapore has done to enhance cross-border data flows 
As one of the most globally connected countries in the world, encouraging the free flow of data 
across borders has been a significant priority of the Singapore government. Its importance 
was articulated by Yeong Zee Kin, Deputy Commissioner of the Personal Data Protection 
Commission (PDPC), who emphasised that “data flows are foundational to the digital 
economy, and there has never been a more compelling time for economies to build common 

 
28 Future technologies, which is a sub-pillar of the Technology pillar, comprises the following 
components: Adoption of emerging technologies, Investment in emerging technologies, Robot density 
and Computer software spending. 
29 Economy, which is a sub-pillar of the Impact pillar, comprises the following components: High-tech 
and medium-high-tech manufacturing, High-tech exports, PCT patent applications, Domestic market 
size, Prevalence of gig economy, and ICT services exports. 
30 Women’s economic opportunity indicator is based on the Women, Business and Law Index 2020. 
The index assesses laws and regulation on women’s economic partnership based on eight areas: 
Mobility, Workplace, Pay, Marriage, Parenthood, Entrepreneurship, Assets and Pensions. 
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standards and principles together, to allow data to flow smoothly and safely across borders” 
(Yeong, 2021). 
 
As such, Singapore has maintained a long-standing policy against data localisation.31 Instead, 
the country seeks to maintain a “balanced approach”, one that enables the cross-border flow 
of data while ensuring that appropriate safeguards to protect individuals are in place (Teo, 
2022b). For instance, Singapore’s PDPA (See Sub-section 4.4 for more details on the act) 
allows personal data to be transferred outside of Singapore if certain prescribed conditions 
are met (Wong, 2020).32 Singapore is also exploring innovative domestic initiatives to facilitate 
the trusted flow of data across borders (See Table 9 for examples). 
 
Table 9. Initiatives to facilitate cross-border data flows 
 

Name Key details 
Privacy Enhancing 
Technologies (PETs) 
Sandbox 

Enables companies who wish to experiment with PETs to work 
with trusted PET digital solution providers to develop use cases 
and pilot PETs. 

Singapore Trade Data 
Exchange (SGTraDex)  

A public digital infrastructure that aims to allow data connection 
to be made to a wide range of data contributors and data users 
within Singapore and across the world. It functions as a “Data 
Highway” that allows for the streamlined and rapid transfer of 
encrypted information between willing and consenting parties.  

 
Singapore has also placed a strong emphasis on inter-governmental cooperation. One of the 
country’s most renown initiatives is its digital economy agreements (DEAs), which have been 
lauded as “innovative” and “comprehensive” agreements that establish trade rules and 
facilitate interoperability between Singapore and other digital economies (Warren & Fan, 
2022). At present, Singapore has signed four DEAs (MTI, n.d.-a):  
 

1. The Digital Economy Partnership Agreement (DEPA) with Chile and New Zealand 
2. The Singapore-Australia Digital Economy Agreement (SADEA) 
3. The United Kingdom-Singapore Digital Economy Agreement (UKSDEA) 
4. The Korea-Singapore Digital Partnership Agreement (KSDPA) 

DEAs can be understood as somewhat bespoke, as they may differ in their specific details 
and processes with regards to enforcing and enhancing them (Tay & Wu, 2022). Nonetheless, 
Singapore’s DEAs generally contain many similar features.33 They seek to address barriers 

 
31 For instance, in a joint statement with the US Treasury Department in 2020, the MAS asserted that 
“data localisation requirements can increase cybersecurity and other operational risks, hinder risk 
management and compliance, and inhibit financial regulatory and supervisory access to information.”  
For the full statement, refer to MAS (2020).  
32 These conditions seek to ensure that “organisations provide a standard of protection to personal 
data so transferred that is comparable” to the protection conferred by the PDPA. Information taken 
from Wong (2020). 
33 The MTI’s website includes a list of "modules”, or policy areas for alignment, which are included in 
some or all of Singapore’s DEAs. This includes the facilitation of initiatives that promote compatibility 
between different digital identity regimes, prohibiting the localisation of data except for legitimate 

https://www.imda.gov.sg/how-we-can-help/data-innovation/privacy-enhancing-technologies-sandbox
https://www.imda.gov.sg/how-we-can-help/data-innovation/privacy-enhancing-technologies-sandbox
https://www.imda.gov.sg/how-we-can-help/data-innovation/privacy-enhancing-technologies-sandbox
https://sgtradex.com/how-does-it-work.php
https://sgtradex.com/how-does-it-work.php
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such as data localisation and fragmented data protection laws, by establishing common 
frameworks and rules for digital trade that enable Singaporean companies to connect more 
easily and efficiently with their overseas partners (MTI, n.d.-a). 

The success of DEAs has been evident by the fact that other countries have shown an interest 
in entering such an agreement. For instance, China officially applied to join the DEPA in 2021 
(Elms, 2021b), while Canada, Japan and South Korea have also expressed their interest in 
joining the agreement (Heisler, 2021). At the time of writing, Singapore was also in the midst 
of negotiating a DEA with the European Free Trade Association (EFTA) (MTI, 2023). 

[Jeff Paine on the strength of DEAs] “Digital economy agreements are 
becoming a lot more important because the data principles in those 
agreements are really important to provide safety. So, it gives the local 
government of whatever country the safety and assurance to know that their 
citizens will have a safe online environment. So having these established rules, 
and I think that’s what the EU is trying to do.” 

In addition, Singapore has also pursued notable regional trade agreements (FTAs) to reduce 
barriers to digital trade. It signed the Comprehensive Progressive Agreement for Trans-Pacific 
Partnership (CPTPP) in 2018, alongside ten other Asia-Pacific Economic Cooperation (APEC) 
members including Australia, Mexico and Canada (MTI, n.d.-b). Its key features include 
provisions restricting data localisation and the imposition of requirements on the cross-border 
transfer of data. 34  Singapore is also part of the Regional Comprehensive Economic 
Partnership (RCEP) Agreement signed in 2020, which is the world’s largest FTA comprising 
approximately 30 per cent of the global economy (MTI, n.d.-c). While RCEP’s provisions 
regarding cross-border data flows are based on the CPTPP framework, it provides more 
flexibility for members to introduce restrictive measures necessary for “essential security 
interests” or “legitimate public policy objective(s)”.35 Figure 7 below provides an overview of 
the members of the CPTPP and RCEP. 
  

 
purposes, and enabling interoperability of payment systems. Taken from 
https://www.mti.gov.sg/Trade/Digital-Economy-Agreements.  
34 Article 14.11 of the CPTPP establishes that while each party may have its own regulatory 
requirements for cross-border data flows, in principle, the cross-border transfer of information by 
electronic means should be permitted. The only exception is for special circumstances, such as to 
achieve legitimate public policy goals. But these exceptional measures should not be arbitrary, 
discriminatory, or disguised, and must pass a necessity test. Information taken from Chin & Zhao 
(2022).  
35 RCEP includes prohibitive provisions on data localisation, such as Article 14(2) of Chapter 12 which 
states that “no Party shall require a covered person to use or locate computing facilities in that Party’s 
territory as a condition for conducting business in the Party’s territory.” However, Chapter 12 also 
includes exception clauses for “any measures necessary to achieve a legitimate public policy 
objective” or “essential security interests”. 

https://www.mti.gov.sg/Trade/Digital-Economy-Agreements
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Figure 7. Members of the CPTPP and RCEP 

 
[Jeff Paine on Singapore’s strengths] “Singapore is very forward-looking by 
being members of CPTPP, being members of RCEP, which are two big 
multilateral trade deals. I don’t know of any country that has more digital 
economy agreements than Singapore.”  

ASEAN has also been an important platform through which Singapore has sought to enhance 
cross-border regional data flows. For example, the country led efforts to develop the ASEAN 
Framework on Digital Data Governance, which was endorsed in 2018 (SNDGO, 2018). The 
framework outlines the strategic priorities, principles and initiatives to guide member states in 
their policy and regulatory approach towards data, which are depicted in Figure 8 below. One 
of these initiatives included the development of an ASEAN Cross Border Data Flows 
Mechanism, and ASEAN has since published the ASEAN Model Contractual Clauses (MCCs) 
for Cross Border Data Flows (ASEAN, 2021).36  

Figure 8. ASEAN Framework on Digital Data Governance 

 

 
36The MCCs are templates that outline the responsibilities, required personal data protection 
measures and related obligations of parties transferring personal data across borders between 
ASEAN member states. Its use is voluntary and helps ensure that the transfer of personal data is 
done in a manner that complies with the ASEAN member states’ legal and regulatory requirement and 
protects the data of Data Subjects based on the principles of the 2016 ASEAN Framework on 
Personal Data Protection.  
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4.3.2 Singapore’s performance on cross-border data flows indices and 
benchmarks 

Singapore ranked 3rd on the Salesforce’s Cross-Border Data Flows Index (CBDFI) 2021, with 
a score of 34 points. Only Japan and the UK scored higher, while Australia and Germany tied 
at 7th place with 30 points each. The index quantified and evaluated eight regulatory 
dimensions that either restrict or enhance the volume and variety of cross-border data flows 
for G20 economies. The eight dimensions assessed were: 

1. Data localisation requirements which can limit the import and export of foreign-sourced 
data processing and data-storage services. 

2. Explicit provisions allowing for international or extraterritorial transfers of personal data. 
3. Existence of specific mechanisms by which personal data is allowed to be transferred. 
4. Presence of a data classification framework which enables cross border data flows. 
5. Consent requirements for the cross-border collection, storage, and dissemination of 

personal data. 
6. Participation in the EU’s GDPR regime, or meeting GDPR adequacy requirements. 
7. Participation in the APEC Cross Border Privacy Rules (CBPR) or similar regional 

system. 
8. Whether a government has offered indications of being favourably or unfavourably 

positioned on supporting cross-border data flows. 

Singapore received perfect scores in five of the dimensions (see Figure 9). The country was 
praised for its strong data protection regulation and guidelines, yet open and forward-looking 
approach to enabling the secure and seamless flow of data across borders. For instance, 
Singapore’s PDPA does not impose any overarching data localisation requirements and 
provides transparent and consistent rule for businesses transferring data outside of 
Singapore.  

Figure 9. CBDFI 2021 score for Singapore 
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However, Singapore scored less well on three dimensions. Firstly, Singapore does not have 
a data classification framework specifically for enabling cross-border data flows. Another 
weakness was the area of consent/notice requirements, specifically, that businesses which 
choose to rely on consent for transferring personal data must provide the individual with a 
“reasonable summary in writing of the extent to which [their] data… will be protected to a 
standard comparable to the protection under the PDPA” (PDPC, 2017). This was deemed as 
a practically challenging requirement, as businesses may struggle to provide such detailed 
information given that recipient countries may differ in their regulation of personal data (Asian 
Business Law Institute, 2020). Lastly, Singapore also lost points as it does not meet GDPR 
adequacy requirements. 

4.4 Protecting citizens’ data and privacy 

4.4.1 What Singapore has done in terms of data privacy and protection 
The Singapore government has employed a range of initiatives to protect its citizens’ data and 
privacy. The PDPC is Singapore’s main authority on personal data protection in the private 
sector, which was established in January 2013 (PDPC, n.d.-a).37 It also represents Singapore 
internationally on data protection-related affairs. Notably, the primary objective of the PDPC 
is to administer and enforce the PDPA, which is Singapore’s principal data protection 
legislation, consisting of various requirements governing the collection, use, disclosure, and 
care of personal data by any private “organisation” in Singapore (PDPC, n.d.-b). It also applies 
to organisations without any physical presence in Singapore, so long as they collect, use, or 
disclose data within Singapore (DLA Piper, n.d.). The PDPA was later amended in November 
2020 (PDPC, n.d.-b), with additions such as a mandatory data breach notification requirement, 
and three new offenses for the mishandling of personal data (Lui et al., 2022).  
 
Alongside its domestic initiatives, the Singapore government has also undertaken bilateral 
and multilateral efforts to enhance the personal data protection of its citizens, an approach 
that is consistent with its emphasis on collaboration and cooperation. The PDPC has signed 
MOUs with data protection authorities from several countries, including The Philippines 
(PDPC, 2019), Hong Kong (PDPC, 2022), as well as the UK (DataGuidance, 2020). Singapore 
also joined the APEC CBPR System (APEC Electronic Commerce Steering Group, 2018) and 
APEC Privacy Recognition for Processors (PRP) System (IMDA, n.d.-b) in 2018. The systems 
require participating companies to demonstrate their ability to implement data privacy policies 
in accordance with the APEC Privacy Framework (IMDA, n.d.-b). By joining these systems, 
Singaporean companies can transfer personal data to overseas certified recipients without 
needing to meet additional requirements, and vice-versa. 

4.4.2 Singapore’s performance on data protection and privacy indices 
Singapore ranked highly on two indices pertaining to cybersecurity. In TRPC’s Data Protection 
Index (DPI) 2020, Singapore placed joint 4th with a score of 9.2, sharing its position with 
Germany, Australia, Estonia, Mexico, and the UK. The DPI 2020 assessed 30 economies’ 

 
37 Its functions include the implementation of policies regarding personal data protection, conducting 
educational and outreach activities, and overseeing Singapore’s Do Not Call Registry. 
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data protection laws and regulatory environment, based on the seven principles of personal 
data protection in the 2016 ASEAN Framework of Personal Data Protection: 
 

1. Consent, Notification and Purpose 
2. Accuracy of Personal Data 
3. Security Safeguards 
4. Access and Correction 
5. Transfers to Another Country or Territory 
6. Retention 
7. Accountability 

 
Singapore was the highest scoring ASEAN state in the DPI 2020, which was attributed to its 
strong data protection law and well-established data protection agency. However, Singapore 
failed to obtain a perfect score because it did not meet GDPR adequacy requirements. This 
means that Singapore has not undergone an adequacy decision and is thus not formally 
recognised by the European Commission as providing an equivalent level of protection for 
personal data as the EU does (ICO, n.d.-b). Being recognised as adequate would mean that 
personal data can flow from the EU to a third country without the need for further safeguards, 
whereby the third country would be essentially assimilated into intra-EU transmissions of data 
(European Commission, n.d.-a).  
 
Singapore also obtained a perfect score of 5 on DataGuidance’s Privacy Index, indicating a 
comprehensive overall data protection framework. The index identifies and compares the 
principal data protection requirements across countries, based on a range of topics including 
DPO appointment, data transfers and security controls. Singapore received high scores for its 
implementation of data subject rights, establishment of restrictions and mechanisms regarding 
data transfers without localisation requirements, and detailed requirements for technical and 
organisational security measures (e.g., encryption, pseudonymisation). Conversely, 
Singapore was noted as having generic or basic, rather than detailed, requirements for when 
Data Protection Impact Assessments are required, the content of assessments, and prior 
consultation with the relevant authority. 
 
In the Global Web Index’s Data Confidence Index 2019, Singapore obtained a score of 1.5, 
one of the highest scores in the ranking (See Table 10). In comparison, Australia received a 
higher score of 1.6, whereas Germany a lower score of 1.3. The index is a measure of 
expressed privacy concerns against online behaviours, whereby the higher the index number 
for a country, the less likely Internet users in that country are confident in acting on their privacy 
concerns online by engaging in privacy behaviours, and vice-versa. Results were drawn from 
online questionnaires with 391,130 Internet users aged 16 to 64 across 45 markets.   
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Table 10. Markets with the highest and the lowest scores in the Data Confidence Index 2019 
 

Most data-confident markets  
(i.e., Markets with the 3 lowest scores) 

Least data-confident markets  
(i.e., Markets with the 3 highest scores) 

Market Score Market  Score 
Sweden 0.6 Taiwan 1.9 
Indonesia 0.9 Spain 1.9 
Austria 1.1 Russia 1.8 
Brazil 1.1 Japan 1.8 
Denmark 1.1 Hong Kong 1.8 
Romania 1.1 Australia 1.6 
Saudi Arabia 1.1   
Switzerland 1.1   
Thailand 1.1   
Vietnam 1.1   

 
The index suggests that there is a discrepancy between Singapore Internet users’ concerns 
and their actions towards online privacy. Specifically, Singaporeans consistently reported 
relatively high levels of (i) concern over company use of personal data, 38  (ii) desire for 
anonymity online,39 and (iii) concern over the Internet eroding personal privacy.40 Similar 
results were found in studies by YouGov (Tan, 2023) and Wirecard and Blackbox (2020), 
which observed that most Singaporeans are concerned about how their personal data is being 
collected and used.  
 
However, the index indicates that Singaporeans are not acting in accordance with their high 
levels of privacy concerns. The index found that 23 per cent of Singaporean respondents did 
not engage in any online privacy behaviour such as deleting cookies or using an ad-blocker. 
This disconnect between attitudes and behaviour was also apparent in a recent OpenText 
study (Data&Storage ASEAN, 2022). Specifically, while 85 per cent of Singaporeans know 
how to keep their data secure on applications, email accounts, and social media, less than 
half regularly check to ensure that they are following data privacy and security best practices, 
for instance, switching off geo-location, or turning on privacy settings.  

5. Safeguarding Singapore’s digital future 
This last section examines how Singapore can safeguard its future in an increasingly 
fragmented global landscape. It does so by considering how Singapore can strike the intricate 
balance between safeguarding its own national interests and maximising the benefits of a 

 
38 The average agreement score for the statement “I worry about how my personal data is being used 
by companies” was 1.3 amongst Singaporean respondents, the 4th highest score amongst the 45 
markets. Only eight markets obtained a higher average agreement score. 
39 The average agreement score for the statement “I prefer to be anonymous when using the Internet” 
was 1.2 amongst Singaporean respondents, the highest score amongst the 45 markets. Only one 
other market, Poland, obtained the same score. 
40 The average agreement score for the statement “I am concerned about the Internet eroding my 
personal privacy” was 1.2 amongst Singaporean respondents, the 2nd highest score amongst the 45 
markets. Only one country, Taiwan, obtained a higher agreement score. 
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connected digital space. The recommendations adopt an ecosystem approach, examining the 
measures that can be adopted at different levels — specifically, at the level of the individual, 
the organisation, the nation and the region. 

5.1 At the individual level 

5.1.1 Increasing vigilance and care among Singaporeans 

At the individual level, one key gap that needs to be addressed is the inadequacy of data 
protection and privacy practices amongst Singaporeans. For instance, a Google study found 
that while nearly 60 per cent of Singaporean Internet users have experienced a personal data 
breach or know someone who has, the vast majority (94 per cent) still admitted to practising 
poor password habits (Wong, 2021). Likewise, passive or complacent attitudes among some 
Singaporeans was also observed in the CSA’s nation-wide Cybersecurity Awareness Survey 
2020 (Chee, 2021b). For instance, the survey found that while most Singaporeans were 
concerned that their financial information would be obtained by others without their consent, 
only 40 per cent thought it was somewhat or extremely likely to happen to them (Chee, 2021b). 
This phenomenon is known as the privacy paradox, whereby users claim to be very concerned 
about their privacy yet do very little to actually protect their personal data (Barth & de Jong, 
2017).  
 
As insufficient awareness does not appear to be the primary issue, there is a need for 
policymakers to explore other avenues of promoting a culture of care and vigilance towards 
personal data among Singaporeans. One avenue that may provide new insights is to examine 
the psychological processes underlying individuals’ behaviour, such as those outlined in the 
Theory of Planned Behaviour (Ajzen, 1991). The theory posits that intentions are a key 
indicator of whether an individual will perform a particular behaviour. Intentions are in turn 
determined by three factors: (i) attitude toward the behaviour, (ii) subjective norm, and (iii) 
perceived behavioural control. Subjective norms refer to the perceived social pressure 
individuals experience to perform or not perform a specific behaviour (Azjen, 1991). Numerous 
empirical studies have highlighted that subjective norms may be an important predictor of 
individuals’ intention to engage in behaviours that safeguard their personal data and privacy 
(e.g., Fan et al., 2020; Foltz et al., 2016; Martens et al., 2019; Alanazi et al., 2022). For 
example, a study by Schmidt et al. (2022) found that subjective norms41 regarding the use of 
Twitter’s options to increase user privacy were direct predictors of Twitter users’ intentions to 
use these options. Hence, policymakers can explore implementing awareness campaigns that 
emphasise subjective norms regarding data protection and privacy behaviours.  
 
At present, national awareness campaigns in Singapore seem to be more focused on 
increasing knowledge about cyber threats and providing Singaporeans with information on 
what they should do. For instance, the CSA’s recent “Better Cyber Safe than Sorry” campaign 
emphasised four practices, such as the use of a strong password, which would safeguard 

 
41 Subjective norms were assessed through four items, whereby participants indicated the extent of 
their agreement using a 7-pont scale. Examples of items included “I believe that most people who are 
important to me think that I should make use of the privacy options of Twitter” and “most people I 
respect and admire use one or more of the options, on Twitter, to improve their privacy.” 
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Singaporeans against personal data breaches (CSA, 2021). Figure 10 depicts the posters that 
were used for the campaign:   
 
Figure 10. Posters from the “Better Cyber Safe than Sorry” campaign 

 

To augment the effectiveness of national campaigns in fuelling behaviour change, 
policymakers could consider emphasising subjective norms surrounding data protection and 
privacy. Table 11 provides examples of the types of messages that the campaign can 
incorporate.42 
 
Table 11. Examples of messages using subjective norms 
 
Type of messaging Possible applications 
Provide information about others’ 
behaviour 

Indicate the extent to which others perform a 
particular data protection and privacy behaviour. 

Provide information about others’ 
approval 

Provide information about how others could judge or 
approve of an individual’s data protection and 
privacy behaviour. 
 
Emphasise the societal expectation that individuals 
should take responsibility of their own personal data. 

Provide opportunities for social 
comparison 

Provide examples of individuals with positive or 
negative data protection and privacy behaviour. 

 
Alongside the exploration of different types of messages, it is also important to constantly 
assess the effectiveness of national awareness campaigns. Such evaluations may be highly 
complex, expensive, and would require considerable access to the target population. 
(McCulloch & Watts, 2021) However, such an endeavour is important to assess the outcomes 
of previous awareness campaigns and enhance the effectiveness of subsequent ones. 

 
42 The table is adapted from the behaviour change techniques used by Kothe et al. (2012) 
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5.2 At the organisational level 

5.2.1 Introducing differentiated levels of digitalisation support for SMEs 

At the organisation level, one important gap is the uneven levels of digitalisation among 
Singapore companies, where a disproportionate number of SMEs have remained digital 
starters compared to their larger counterparts. However, the government has in fact 
introduced a wide range of funding schemes and programmes to support technology adoption, 
particularly among SMEs. Hence, there is a need to identify and address the barriers which 
may be hindering the adoption or effectiveness of existing government initiatives. 

One reason which may be hindering SMEs’ uptake is decision fatigue, particularly for those at 
the start of their digitalisation journeys. SMEs may find themselves inundated with a wide 
range of schemes available and lack the necessary knowledge or confidence to select the 
appropriate programmes or digital solutions. For instance, a study conducted by United 
Overseas Bank (UOB) (2022a) found that only 43 per cent of SMEs that had leveraged digital 
technologies felt they had achieved considerable or complete success. One reason for this 
may be that SMEs are not choosing suitable schemes or technologies. Decision fatigue may 
even deter some SMEs from utilising the schemes available. This may partially explain 
findings by QBE Insurance (2023) that although most SMEs (89 per cent) reported being 
aware that government support packages and initiatives were available, only half actually 
applied for them.   

The Singapore government has attempted to provide SMEs with greater guidance when 
selecting digital solutions. In particular, through the CTO-as-a-Service programme, SMEs are 
able to perform a Digital Readiness Self-Check, after which they will be recommended 
different types of digital solutions (see Figure 11 for an example). However, given that there 
are more than 400 digital solutions and software available under the programme (IMDA, n.d.-
c), some SMEs may still be overwhelmed by the range of solutions they are recommended. It 
should be noted that the CTO-as-a-Service programme does provide digital consultancy 
services at no cost to eligible SMEs, whereby they can access a digital consultant to advise 
them on selecting and implementing the optimal digital solution. However, the complementary 
digital consultancy service is restricted to a single use by SMEs. 43  This could limit the 
effectiveness of the programme as some SMEs may require more extensive and longer-
lasting guidance. Such a need may be greater for smaller SMEs, which are more limited in 
terms of finances and manpower. For instance, the same UOB study found that among smaller 
SMEs — those with an annual sales turnover of less than $1 million — only one quarter 
reported success in its digital adoption journey (UOB, 2022b). Hence, smaller SMEs may 
require greater levels of support, such as more opportunities to access the digital consultancy 
services, given that they likely lack the in-house knowledge or finances to afford such services.  

 

 

 
43 The eligibility criteria for digital consultancy services requires the business to have “not used the 
services of CTO-as-a-Service digital consultancy previously.” Refer to 
https://services2.imda.gov.sg/CTOaaS/Consultants for more information. 

https://services2.imda.gov.sg/CTOaaS/Consultants
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Figure 11. Example of the solutions recommended for a food manufacturing SME with low levels of digital readiness 

 

5.2.2 Incentivising the private sector to prioritise data protection and 
privacy 

Private sector organisations can also be a steppingstone for cultivating a culture of data 
protection and privacy in Singapore. As Singaporean consumers’ have grown increasing wary 
about how companies are using their personal data (Data&Storage ASEAN, 2022), companies 
are now more incentivised to address their concerns. Indeed, more companies are recognising 
that consumer distrust towards their personal data use and protection policies may jeopardise 
their reputation and growth (Gueham, 2017). A study by Microsoft and International Data 
Corporation (IDC) (2019) highlighted the value that companies stand to gain by prioritising 
consumers’ trust in their digital services. Specifically, the study found that only five per cent of 
Singaporean consumers would prefer to transact with an organisation that offers a lower cost 
but is a less trusted digital platform. Conversely, more than half (56 per cent) agreed that they 
would recommend a trusted digital platform to others, even if it were more expensive. Hence, 
it is likely that most Singaporean consumers are willing to pay more for digital services which 
seem more trustworthy, such as those that have implemented explicit data protection and 
privacy measures. Likewise, a report by Cisco (2020) found that for every dollar that 
companies invest in privacy, they receive a $2.70 worth of benefit.  
 
The Singapore government has also recognised that companies with transparent and 
accountable personal data practices stand to gain a competitive advantage. This is evident in 
the development of the Data Protection Trustmark (DPTM) by the IMDA. The DPTM is a 
voluntary enterprise-wide certification which organisations can obtain to demonstrate that they 
have accountable data protection practices in place (IMDA, n.d.-d). However, as of April 2023, 
only approximately 149 companies have obtained DPTM certification in Singapore. These 
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companies tend to come from specific sectors like the technology, finance, transport and 
utilities sectors.44 Many are also larger corporations, such as multinational banks and global 
technology providers. However, as a wide range of companies routinely collect the personal 
data of consumers, they also stand to benefit from and hence, should be encouraged to 
implement clear personal data practices. Hence, there is a need to encourage uptake of the 
DPTM among more companies, particularly those in sectors where uptake has been lower, 
like retail companies, law firms and social service agencies.  
 
This may require research to identify the key barriers hindering specific companies or sectors 
from investing in the DPTM. While it is possible that financial constraints are a barrier, funding 
support has already been introduced to help companies defray up to 80 per cent of the cost 
of DPTM certification (IMDA, n.d.-d). Hence, financial constraints are likely not the only 
impediment. One possible barrier may be the lack of knowledge regarding the economic and 
reputational benefits of investing in data protection and privacy; hence, organisations do not 
perceive value in the DPTM certification. If such is the case, then efforts must be taken to 
raise awareness among companies about the many benefits that they stand to gain from such 
an investment. 
 
Encouraging more companies to invest in data protection and privacy also provides the added 
benefit of educating more Singaporeans about the measures they can take to safeguard their 
personal data. For example, when companies obtain DPTM certification, they are required to 
communicate data protection policies and practices to all employees, as well as implement 
data protection training for all relevant internal stakeholders (IMDA, n.d.-e). These employees 
may then be able to apply the knowledge and skills learnt to safeguard their data and privacy 
in their everyday lives. 

5.2.3 Encouraging data sharing by the private sector 
Given the vast benefits of cross-sectoral data sharing, policymakers can also consider 
introducing multisectoral data-sharing initiatives that includes sharing by the private sector. A 
key benefit of data lies in its non-rivalrous nature, where one set of data can be used by many 
different parties simultaneously without being depleted; hence, its repeated use leads to 
increasing returns (Jones & Tonetti, 2020). In fact, according to the OECD (2019), data can 
potentially create 10 to 20 times more value by being accessed and use by other parties, 
which in turn produces 20 to 50 times more value for the broader economy. Hence, data can 
be maximised when it is widely shared among different parties in society and can benefit from 
the various resources and expertise they possess. The Singapore government recognises the 
value of data sharing and has implemented numerous data-sharing initiatives, some of which 
were discussed in Section 4.2.1. However, it has yet to introduce initiatives that specifically 
encourage the private sector to share its data with the public sector and people sector. This 
represents a large yet under-utilised pool of data, given that private sector organisations 
routinely collect and harness a vast array of consumer data. Hence, Singapore’s digital 
economy can stand to benefit from multisectoral data-sharing initiatives which also encourage 
the private sector to share its own data with others. 
 

 
44 This observation is based on the List of Data Protection Certified Organisations (as of 11 Apr 2023) 
by the IMDA, available at https://www.imda.gov.sg/-/media/Imda/Files/Programme/DPTM/DPTM-
Certified-Organisations.pdf.  

https://www.imda.gov.sg/-/media/Imda/Files/Programme/DPTM/DPTM-Certified-Organisations.pdf
https://www.imda.gov.sg/-/media/Imda/Files/Programme/DPTM/DPTM-Certified-Organisations.pdf
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Companies and individuals may have numerous legitimate concerns about the risks 
surrounding sharing data, such as the possibility of data breaches that could undermine 
individuals’ privacy and companies’ commercial interests (OECD, 2019). Hence, it is critical 
to engage all relevant stakeholders in the development of any multi-sectoral data-sharing 
initiative. Multistakeholder engagement is necessary to understand the various concerns that 
different stakeholders may possess, so that policymakers can determine the acceptable levels 
of risk and take steps to effectively address their concerns. As participation in the multisectoral 
initiative cannot be mandatory, it is vital to ensure that the various stakeholders truly believe 
in the value and security of data sharing and are willing to actively participate. Singapore can 
also draw on its existing Trusted Data Sharing Framework, which aims to guide organisations 
through their data-sharing journeys and highlights the key considerations that they should 
consider when planning data partnerships (IMDA & PDPC, 2019). Notably, the framework is 
built around six trust principles, which are vital to forming any trusted data-sharing partnership 
(see Figure 12 below). The multisectoral data-sharing initiative can also build on these six 
principles, to develop an initiative grounded in trust whereby the different stakeholders can be 
assured that their data will be protected. 
 
Figure 12. Six trust principles outlined in the Trusted Data Sharing Framework 
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Most countries with data-sharing initiatives have focused on enabling access to public sector 
data, while a few have also introduced initiatives that facilitate data sharing within the public 
sector. However, the EU is among the first to have taken legislative steps to facilitate 
multisectoral data sharing across the region. This is through two main legislations, the Data 
Governance Act and the Data Act. The Data Governance Act was introduced in 2020, with the 
aim of making more data available by (i) regulating the re-use of publicly/held, protected data, 
(ii) promoting data sharing through the regulation of novel data intermediaries, and (iii) 
encouraging data sharing for altruistic purposes (European Commission, n.d.-b). The Act 
encompasses both personal and non-personal data — though the GDPR must apply in cases 
that involve personal data. It seeks to facilitate the development of trustworthy data-sharing 
systems through four broad sets of measures (Cyber Risk GmbH, n.d.-b): 
 

1. Mechanisms to facilitate the reuse of certain public sector data that cannot be made 
available as open data. 

2. Measures to ensure that data intermediaries will function as trustworthy organisers of 
data sharing and pooling within common data spaces.45 

3. Measures to make it easier for citizens and businesses to make their data available 
for the benefit of society. 

4. Measures to facilitate data sharing, in particular to make it possible for data to be used 
across sectors and borders, and to enable the right data to be found for the right 
purpose. 

 
While the Data Governance Act seeks to establish processes and structures to facilitate data 
sharing by companies, individuals and the public sector, the Data Act implemented in 2022 
clarifies who can create value from data, and under what conditions (European Commission, 
2022b). Figure 13 provides an overview of the EU’s approach towards data sharing, and 
examples of the Data Act’s applications. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
45 Through European data spaces, the EU hopes to “foster an ecosystem (of companies, civil society 
and individuals) creating new products and services based on more accessible data.” (European 
Commission, 2020). At present, the EU seeks to create data spaces in ten strategic fields, such as 
health, agriculture and manufacturing (European Commission, 2022b).  
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Figure 13. Overview of the Data Act  
 

 

[Susan Ariel Aaronson on multisectoral data sharing] “When I say data sharing, 
I don’t mean public sector shares with the private sector. I mean, the private 
sector shares with smaller firms, bigger firms, the government, or non-
governmental organisations (NGOs) like human rights organisations. I really 
mean that there is this multisectoral sharing, it can’t be mandated, but it needs 
to be encouraged. And if you do that, they you are saying, ‘I get the 
multidimensional nature of data. And I’m going to set people free to utilise data 
in ways that I can’t anticipate.’” 

 
In addition to legislative measures, Singapore can also consider the use of digital badge to 
reward companies that engage in data-sharing practices. One example where digital badges 
have been effectively used to encourage data-sharing behaviour involved an 18-month 
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experiment by the journal Psychological Science (Baker, 2016). In 2014, the journal 
announced that it would award colourful badges to publications that made relevant data or 
research material publicly available. By the first half of 2014, the number of articles in 
Psychological Science that declared that data was available rose to approximately 40 per cent, 
whereas rates in four other psychology journals remained at less than 10 per cent. To further 
incentivise companies, digital badges can also be marketed as a form of corporate social 
responsibility, whereby companies are giving back to the individuals from which the data is 
obtained by maximising its societal benefits.  
 

[Susan Ariel Aaronson on the need to incentivise companies] “[Linnet Taylor], 
a professor in the Netherlands…. She says look, companies control and, in a 
sense, own this data. And so, we have to incentivise them to share the data…. 
And I agree with that.” 
 

5.3 At the national level 

5.3.1 Developing national-level metrics  

At the national level, one of the most pressing challenges Singapore faces is the need to 
strengthen its cybersecurity. Findings from the indices examined in Section 4.2.1 suggest that 
there are still gaps in Singapore’s cybersecurity legislation and strategies, particularly in the 
area of benchmarking (see Section 4.1.2). At present, the Singapore government uses the 
Readiness Maturity Index (RMI) framework to assess the readiness of CII sectors to manage 
cyber threats (CSA, 2016a). Under the Cybersecurity Act 2018, CII owners are also required 
to conduct a cybersecurity audit at least once every two years (CSA, n.d.-b).46 However, given 
the pervasiveness of cyber threats across the country, where many Singaporean SMEs and 
individuals are being targeted (CSA, 2022a), there is a need for quantitative assessments on 
the broader national level. This would enable the Singapore government to more accurately 
assess the current cyber threats and risks faced, the level of cybersecurity development, and 
hence, key priority areas to safeguard the nation’s cybersecurity.   

One example that Singapore can refer to is the National Cybersecurity Platform, a project 
funded by Poland’s National Centre for Research and Development. The project aims to 
develop and implement “a joint static and dynamic risk assessment methodology that take[s] 
into account the specificity of individual sectors, critical infrastructure operators, operators of 
essential services and digital service providers… for the purpose of cybersecurity 
management at the national level” (Ministry of Digital Affairs, n.d.). Information that may be 
used to analyse and calculate the risk level includes vulnerabilities, Indicators of Compromise 
(IoC) and incidents reported by the platform’s participants (Janiszewski et al., 2019).  

Singapore’s most recent cybersecurity strategy also does not include a clear timeline or 
success criteria to evaluate the extent to which its objectives were met. However, establishing 

 
46 The audit involves adopting both compliance and risk-based approaches. For the compliance-
based approach, the auditor is expected to carry out a compliance test to ascertain the adequacy and 
effectiveness of the controls applied in the CII to comply with the Act, subsidiary legislations, 
applicable written directions, Code of Practice (CoP), and standard operating procedure (SoP). For 
the risk-based approach, the auditor should identify the risks and threats that the CII faces, and 
ascertain if the controls put in place are appropriate to mitigate the known risks and threats. 
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a timeline and quantitative indicators of progress is critical to be able to monitor and assess 
the extent to which the strategy was successfully executed and effective (ITU, 2021). It is also 
important to periodically assess the implementation of the cybersecurity strategy and evaluate 
them against the objectives that were originally set. In fact, the ITU’s guidelines on developing 
a national cybersecurity strategy highlight that strategies should include KPIs which are 
SMARRT: 

• Specific: Target a specific area for improvement and focus on the change that is 
expected 

• Measurable: Quantify or at least suggest an indicator of progress 
• Achievable: State what results can realistically be achieved, given available resources 
• Relevant: Focus on specific indicators of progress 
• Responsible: Specify who will do it 
• Time-related: Specify when the result(s) can be achieved 

One cybersecurity strategy that includes detailed timelines and quantitative indicators is  
Estonia’s Cybersecurity Strategy (2019–2022). Figure 14 shows an example of the country’s 
performance indicators for its objective of achieving “a cyber-literate society”.  

Figure 14. Examples of the performance indicators in Estonia’s Cybersecurity Strategy (2019–2022) 

 

An alternative example that Singapore can refer to is Australia’s Cyber Security Strategy 2020. 
Australia topped the “strengthening and enhancing cyber defenses” objective of the NCPI 
2022, whereas Singapore ranked 18th. While Australia’s cybersecurity strategy does not 
include a quantitative success criterion, it clearly describes the various markers that the 
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government will use to measure its success in implementation (Figure 15), offering an 
alternative approach that Singapore can also consider. 
 
Figure 15. Examples of the metrics used in Australia’s Cyber Security Strategy 2020 

 

5.3.2 Advancing gender equality in STEM fields 
Another challenge that the country faces is a marked gender gap in certain fields of 
employment. Females appear to be significantly under-represented in the R&D and STEM 
fields in Singapore, representing a loss of value manpower for talent-scarce sectors. 
Addressing the STEM gender gap is critical for the continued growth of Singapore’s digital 
economy. According to the Ministry of Manpower, females comprised only one-third (32.4 per 
cent) of the total number of STEM employees in 2021 (Chew, 2022). This gender gap implies 
the loss of valuable human capital in the knowledge workforce, who could contribute to greater 
innovation and economic growth for the country (Lee & Pollitzer, 2016). In fact, the European 
Institute for Gender Equality (n.d.) estimates the closing the gender gap in STEM would lead 
to a rise in national income by €610 to €820 billion in 2050, demonstrating the vast economic 
benefits that increasing female representation in the STEM field can yield. 
 
The Singapore government has recognised the importance of greater gender equality in 
STEM fields. For instance, it has helped to fund the Promotion of Women in Engineering, 
Research, and Science (POWERS) programme driven by Women@NTU, which seeks to 
encourage more women to pursue their studies and careers in STEM fields (Nanyang 
Technological University [NTU], 2021). It aims to foster a more supportive ecosystem, conduct 
research to address diversity barriers, and provide education and skills training for career 
advancement in STEM. However, the stark gender gap in STEM careers, whereby the number 
of female employees has increased by less than 3 per cent between 2015 and 2020 (Chew, 
2022), suggests that more coordinated and intensive efforts are required.  
 
Singapore could consider developing a national strategy aimed at increasing gender equity in 
STEM careers, or the workplace more broadly. National strategies play a critical role in 
establishing a country’s vision, policy priorities and strategies. The gender gap in STEM fields 
is a highly complex issue, encompassing factors such as educational access, personal beliefs 
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and societal stereotypes (Teng, 2022). Hence, a national strategy focused on gender equality 
would enable Singapore to develop a more cohesive and targeted approach towards tackling 
the multifaceted challenge. Here, Singapore can again look to Australia for reference, where 
increasing the representation of females in STEM fields has become a national imperative 
(Latimer et al., 2019). For instance, the government publishes a yearly STEM Equity Monitor, 
which includes a large range of gender equity metrics (Australian Government, 2022). It has 
also released two guiding frameworks — the Advancing Women in STEM Strategy, and the 
Women in STEM Decadal Plan, which outline the government and sector’s respective 
commitments to improving gender equity in STEM fields in the country (Australian 
Government, n.d.-b). This has culminated in its 2020 Action Plan (See Figure 16), which 
identifies early priorities and strategies based on the Australian government’s strategy and 
decadal plan.  
 
Figure 16. Australia’s 2020 Action Plan 

 
 
Another area that has been less focused on is the involving of male allies to promote gender 
equality in STEM fields. Male leaders are especially important, as leadership has a large and 
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direct effect on company culture. Leaders have such an effect by embodying the beliefs, 
values and practices of the company (Craig, 2018). Hence, it is vital to engage male leaders 
in STEM industries as part of the solution, such that they can promote a more gender-inclusive 
working environment. Singapore can again look to Australia as an example, whereby the 
government supported the launch of the Champions of Change STEM group in 2016 
(Champions of Change Coalition, n.d.-a). The group consists of male and female members 
that lead a diverse range of STEM organisations, who recognise the impact of visible 
leadership and have committed to driving change in their organisations (Champions of 
Change Coalition, n.d.-b). The group also conducts research and provides online resources 
for other leaders to spearhead greater gender equality in their own organisations. Establishing 
a similar coalition in Singapore may provide an avenue for motivated male leaders in STEM 
industries to step up and be recognised as champions of gender equality in Singapore. 

5.3.3 Implementing a data classification framework for cross-border data 
flows 

To facilitate the cross-border flow, Singapore can consider implementing a risk-based data 
classification framework that enables cross-border data flows. Risk-based data classification 
frameworks establish specific procedures on how different tiers of data should be managed 
based on security requirements (Asian Development Bank [ADB] & Amazon Web Services 
[AWS] Institute, 2022). One common approach is a three-tier classification system based on 
risks associated with harm to society or risk to the operation of the enterprise (Salesforce, 
2019): 
 

1. Low: If the loss of confidentiality, integrity or availability could be expected to have a 
limited adverse impact 

2. Moderate: If the loss could be expected to have a serious adverse impact 
3. High: If the loss could be expected to have a severe or catastrophic adverse impact 

 
Data classification frameworks establish clear, harmonised standards on data security, 
reducing uncertainty amongst organisations regarding how data should be stored, transferred 
or processed (ADB & AWS Institute, 2022). This enables organisations to concentrate their 
protection and security efforts appropriately, such that they can divert more resources to 
protect information that is considered more sensitive, while allowing for the flow of the larger 
proportion of less-sensitive data across borders (Salesforce, 2019). However, Singapore 
currently does not have any data classification framework pertaining to cross-border data 
flows. The government did introduce the Information Sensitivity Framework (ISF) in 2018, 
which is intended to guide public agencies in developing measures specific to the protection 
of personal and business data, and calibrate the measures based on the severity of harm to 
individuals and entities upon unauthorised disclosure of the data (Public Sector Data Security 
Review Committee, 2019). However, the ISF is intended for use within and between public 
agencies, and hence is of limited applicability for cross-border data flows. The government 
should consider implementing a data classification framework that aligns with Singapore’s 
overarching privacy regulations and policies (e.g., the PDPA) to further facilitate the cross-
border flow of data. 
 
A country that Singapore can draw reference from is the Philippines. The Philippines has 
developed a data classification framework which has been regarded as “based on the 
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international best practice of observing a minimal number of tiers”, which reduces 
complications and the risk of misfiling (ADB & AWS Institute, 2022). Its framework classifies 
data according to four tiers, based on factors such as the data’s level of sensitivity, the risk of 
breach in the confidentiality, integrity or availability of the data, and the potential impact thereof 
(Department of Information and Communications Technology, 2020). Each tier is associated 
with different baseline controls and security protocols for safeguarding data, which are 
summarised in Table 12 below. 
 
Table 12. Summary of The Philippines’ data classification framework 
 
Tier Non-Sensitive Data Sensitive Data Highly Sensitive or 

Above-Sensitive Data 
Type of data Open, publicly 

available, and 
unclassified 
information 

Restricted data (e.g., 
financial and medical 
records) 

Classified information 
(e.g., vital military and 
diplomatic information) 

Requirements Storage on accredited 
public cloud or the 
Philippine GovCloud 

Store on accredited 
public cloud or the 
Philippine GovCloud 
and has encryption 
requirements 

Requires private and on-
site cloud deployment, 
storage onshore, and 
has encryption 
requirements 

 
Source: Adapted from ADB & AWS Institute (2022) 
 
The UK, which was ranked 2nd in the Cross-Border Data Flows Index 2021, is another state 
that has developed and implemented a data classification framework known as the 
Government Security Classifications. The framework comprises three tiers, as shown in Table 
13 below (Cabinet Office, 2018). Each tier is also associated with a baseline set of personnel, 
physical and information security controls, that offers an appropriate level of protection against 
typical threats. 
 
Table 13. Three tiers of the UK’s Government Security Classifications  
 
Tier Official Secret Top secret 
Type 
of 
data 

Most of the information 
that is created or 
processed by the public 
sector. This includes 
routine business 
operations and services, 
some of which could have 
damaging consequences if 
lost, stolen or published in 
the media, but are not 
subject to a heightened 
threat profile. 

Very sensitive 
information that justifies 
heightened protective 
measures to defend 
against determined and 
highly capable threat 
actors (e.g., compromise 
could significantly 
damage military 
capabilities, international 
relations, or the 
investigation of serious 
organised crime). 

Most sensitive 
information requiring the 
highest level of 
protection from the most 
serious threats (e.g., 
compromise could 
cause widespread loss 
of life or could threaten 
the security or economic 
well-being of the country 
or friendly nations). 
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5.4 At the regional level 
ASEAN is an invaluable multilateral platform through which Singapore — a small country 
limited in its size and resources — can safeguard its sovereignty and pursue its national 
interests. The regional organisation is collectively the fifth largest economy in the world, with 
a vast population of over 660 million (To & Cheung, 2023). Moreover, ASEAN has immense 
growth potential, and has been projected to surpass Germany and become the fourth largest 
economy by 2030 (Chew, 2023). To enhance the competitiveness and resilience of the region, 
ASEAN has also progressively taken steps to increase the interconnectedness of the region 
— as outlined in its Master Plan on ASEAN Connectivity 2025 (ASEAN, 2016a).47 Hence, as 
ASEAN becomes increasingly interdependent, Singapore should spearhead efforts to further 
increase regional cooperation and integration, for the benefit of the region and its own 
economy. 
 

[Jeff Paine on Singapore’s role in ASEAN] “Singapore’s policies have always 
been seen as forward-looking and act as a reference point to other ASEAN 
member states. Given this, Singapore has a responsibility to deter any 
ineffective policy contagion effect in ASEAN…. Singapore in its leadership 
position, I think, carries a lot of weight.” 

5.4.1 Growing regional cybersecurity capacity 
Singapore could drive regional efforts to strengthen Southeast Asia’s cybersecurity 
ecosystem, as doing so would also enhance the country’s own cybersecurity. In recent years, 
ASEAN has taken significant steps to increase regional cooperation in the domain of 
cybersecurity. Notably Singapore, as a relatively technologically mature country, has 
spearheaded regional efforts such as the ASEAN Cyber Capacity Programme (ACCP) (The 
NATO Cooperative Cyber Defence Centre of Excellence [CCDCOE] n.d.) and the ASEAN-
Singapore Cybersecurity Centre of Excellence (ASCCE). However, cybersecurity regulations 
are still unevenly distributed across the ASEAN member states, and most ASEAN member 
states are still in the early stages of developing data security measures and internal adoption 
of cybersecurity standards (Suvannaphakdy, 2022). Another challenge is that many members 
have nascent local cybersecurity industries that lack homegrown capabilities and expertise 
(Dobberstein et al., 2018). While the Philippines, Vietnam, Singapore and Laos have 
introduced comprehensive cybersecurity regulatory frameworks, they are less developed 
among the other ASEAN member states. Given the ever-increasing interconnectedness of 
ASEAN member states, varying levels of cybersecurity escalates the overall systemic risk in 
the region (Raska & Ang, 2018). Moreover, uneven levels of cybersecurity development may 
impede trust in information-sharing among member states, and deter other collaborative 
cybersecurity efforts (Un, 2020). Hence, there is a critical need to enhance the policy, technical 
and legal capacity of member states lagging in this domain.  
 
One possible area to target is the cybersecurity talent gap in Southeast Asia, and to ensure 
that talent development programmes are tailored to meet the specific needs of the region. 
Singapore has led such initiatives — one example being the recently announced Mastercard-

 
47 The Master Plan identified five strategic areas that ASEAN will focus on to increase its physical, 
institutional and people-to-people linkages by 2025. The five strategic areas are: sustainable 
infrastructure, digital innovation, seamless logistics, regulatory excellence and people mobility.  
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NTU Joint Lab, whereby government support and facilitation was crucial to enable the 
partnership (Economic Development Board [EDB], 2022). Through the initiative students and 
mid-career professionals from around the region will be able to apply for an advanced 12-
week joint Mastercard-NTU cybersecurity curriculum. However, for such initiatives to 
effectively strengthen Southeast Asia’s cybersecurity ecosystem, they must be tailored to 
meet the needs of individual industries across the region (Dobberstein et al., 2018). Hence, 
there is the need for coordinated efforts to identify the skills and expertise needed by the 
region’s cybersecurity ecosystem, so that appropriate talent development initiatives can be 
developed.  
 
One initiative that ASEAN can draw inspiration from is the European Cybersecurity Skills 
Framework (ECSF). It was produced through the combined effort of the European Union 
Agency for Cybersecurity (ENISA) and the ENISA Ad-hoc working group on Cybersecurity 
Skills Framework, comprising 17 experts from 14 member states (ENISA, 2022). The 
framework identifies 12 cybersecurity-related roles, as well as the key responsibilities, skills, 
synergies and interdependencies associated with each profile (see Figure 17 for an example). 
The ECSF was accompanied by a user manual, which serves as a practical guide to its 
utilisation, based on examples and use cases (ENISA, n.d.). Hence, ASEAN can consider 
developing a similar framework, to develop a shared understanding of the cybersecurity field 
in the region and identify priority areas that talent development programmes should target. 
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Figure 17. Example of a profile in the ECSF 
 

 

5.4.2 Greater coordination against cybercrime 
Besides capacity-building, Singapore should also advocate for greater regional coordination 
against cybercrime, which is vital to effectively combat cybercrime given their transnational 
nature. As digitalisation levels have grown across Asia, the Southeast Asian region has 
become not only a prime target for cyber criminals, but increasingly a launchpad for cyber-
attacks. For instance, Indonesia, Malaysia and Vietnam have become the global hotspots for 
malware attacks (Dobberstein et al., 2018). Hence, as Southeast Asian countries become 
more and more digitally interconnected, this raises the overall systemic risk of cyber threats 
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throughout the region. It is imperative that ASEAN member states strengthen regional 
coordination so as to effectively prevent or address cybercrimes throughout the region. 
However, there is currently no general overarching cybercrime legislation in the region 
(Raemdonck, 2021). While most ASEAN member states have adopted cybercrime legislation 
in certain key areas, such as the criminalisation of child pornography (Benincasa, 2021; Smith, 
2020), these vary significantly across the region (Smith, 2020). For example, ASEAN member 
states differ in their definition of criminal conduct in cyberspace, and their process of obtaining 
electronic evidence to assist in cybercrime investigations (Benincasa, 2021). These legislative 
differences cause cross-border cooperation on cybercrime investigations to be protracted and 
challenging (Benincasa, 2021). ASEAN has in fact recognised this difficulty and attempted to 
increase regional cooperation to better deal with cybercrimes. For instance, it released the 
ASEAN Declaration to Combat Cybercrime in 2017, which affirmed that member states 
“acknowledge the importance of harmonisation of laws related to cybercrime and electronic 
evidence” (ASEAN, 2017). 
 
At present, there is no internationally recognised legal framework for the expedited sharing of 
evidence. While there is one legally binding international treaty concerning cybercrimes, 
known as the Budapest Convention, the Philippines is the only Southeast Asian state that has 
ratified it (Gillani et al., 2022). Instead, the primary way ASEAN member states obtain cross-
border evidence for cybercrime investigations is through the regional Treaty on Mutual Legal 
Assistance in Criminal Matters (MLA Treaty) which was entered into force in 2013 (ASEAN, 
n.d.-b). However, it is limited in its applicability towards cybercrimes, due to its lack of 
provisions that account for the transnational nature of cybercrime (Benincasa, 2020). For 
instance, it lacks provisions concerning the retention of and access to e-evidence, which 
poses an issue because countries’ cybercrime investigations typically require access to e-
evidence that is stored by service providers outside of that country. The MLA Treaty’s 
limitations are especially apparent when compared to the Budapest Convention, as the former 
lacks numerous provisions that are important to effectively conduct cybercrime investigations; 
for instance, provisions on the expedited disclosure of preserved traffic data, and mutual 
assistance in the real time collection of traffic data (Benincasa, 2020). 
 
Hence, one way to enhance regional coordination is to amend the MLA Treaty to include 
cybercrime provisions. Such an amendment could draw reference from the provisions outlined 
in the Budapest Convention which has been ratified by at least 66 states. The Budapest 
Convention is a “substantive criminal law” that covers a wide range of offenses, such as 
“offences against the confidentiality, integrity and availability of computer data and systems” 
and “computer-related offences” (Council of Europe [COE], 2001). 
 
Another option that ASEAN can consider is the establishment of an Independent Prosecutor 
Office, set up specifically to investigate and prosecute cyber criminals (Iu & Wong, 2022). The 
office must be able to operate independently, without any organisational or governmental 
influence, and should have the authority to initiate cybercrime investigations at its own 
discretion based on the existing information it has collected (Schjolberg, 2011). This was 
achieved by the COE in 2010, whereby it introduced an Information Technology and Cyber 
Crime Investigation Section, an independent structural subdivision of the Prosecutor General’s 
Office (COE, n.d.). The section is in-charge of the criminal investigation and prosecution of 
cybercrimes, according to the offences covered under Articles 2 to 10 of the Budapest 
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Convention, as well as associated offences against, or with the use of computer systems and 
data.    

5.3.3 Greater harmonisation on regional data privacy and protection 
laws 

Singapore should also advocate for the greater harmonisation of data privacy and protection 
laws throughout the Southeast Asian region. It should be acknowledged that ASEAN has in 
fact taken numerous steps to promote greater convergence in member states’ national data 
privacy and protection laws. Since the launch of the 2016 ASEAN Framework on Personal 
Data Protection (ASEAN, 2016b), it has also published the 2018 ASEAN Framework on Digital 
Data Governance (National Privacy Commission, 2019), and more recently the 2021 ASEAN 
Data Management Framework. The latter aims to provide “key resources and tools for ASEAN 
businesses to utilise in their data-related business operations”, by providing a step-by-step 
guide for them to implement a data management system (PDPC, n.d.-c). ASEAN’s adoption 
of these three frameworks is indicative of its continued and solidifying commitment to 
strengthen personal data protection through regional collaboration. However, these 
frameworks are fundamentally not legally binding agreements, and do not establish rights or 
obligations that ASEAN member states must adhere to (Lim, 2021). As a result, data privacy 
and protection legislations are still unevenly distributed across the region — for instance, in 
terms of the adoption of data protection laws across sectors, and the impositions of limitations 
on data storage (Suvannaphakdy, 2022). 
 
ASEAN could consider the implementation of a regional data privacy and protection 
regulation. Doing so would greatly facilitate cross-border data flows and benefit the economies 
of the region, by enhancing trust among member states that the data transferred will be 
adequately protected, and thus dissuading attempts to impose restrictions on data flows. 
Moreover, having to navigate different data privacy and protection regimes is highly 
challenging for companies, as they are unable to apply a consistent set of compliance 
processes due to variation and inconsistency between jurisdictions (Asian Business Law 
Institute, 2020). Hence, ASEAN should consider introducing a regional data privacy and 
protection regulation, which can be based on the seven principles outlined in its 2016 
Framework on Personal Data Protection. Given that ASEAN member states have differing 
levels of digitalisation, a regional data privacy and protection legislation would need to be 
implemented in a phased manner. This was achieved with RCEP, an agreement which 
accounts for varying level of technological development among states, by providing some with 
a five-to-eight-year buffer period (Chin & Zhao, 2022). Member states that are more 
digitalised, including Singapore, should also pledge capacity-building assistance to less-
digitalisation member states — for example, Cambodia, Laos and Myanmar (Suvannaphakdy, 
2022).  
 

[Jeff Paine on the benefits of harmonisation] “If you’re a business and you’re 
operating in 10 nations in ASEAN, having a harmonised policy set would be 
ideal. Because then you’d be able to comply in a much easier way. That’s not 
necessarily the case. You know, you have different policy regimes in every 
country. So, to be able to operate successfully, first, you have to understand 
what the rules and regulations are to operate in the country. And if it differs, 
then that creates a challenge…. If you’re going to have digital sovereignty, you 
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want to have something that’s going to be internationally accepted [as] 
standards and norms.” 

6 Conclusion 
The Internet revolution in the late 20th century gave rise to visions of an open, interconnected 
world integrated by technology among academics, technology professionals and civil society 
advocates. However, this vision has been progressively challenged by the growing demands 
for digital sovereignty that have emerged across many countries. The pursuit of digital 
sovereignty has threatened the global interconnectivity brought about by digital technologies, 
as countries increasingly undertake independent, often diverging regulatory and policy 
approaches to safeguard their digital sovereignty.  
 
In this review, we unpacked the rise and manifestations of digital sovereignty across the globe 
and explored its implications for Singapore. The increasingly unilateral actions taken by states 
as they intervene in the digital sphere undoubtedly poses significant challenges to the security, 
stability and development of Singapore. Hence, it is imperative that the country, more than 
ever before, actively advocates for and explores additional ways of facilitating cross-border 
data flows and collaboration, while simultaneously safeguarding its own sovereignty and 
interests. 
 
Singapore is a “price-taker” and not a “price setter” in the global landscape, as its small market 
size and resources means that the country has limited influence over global affairs. 
Nonetheless, the country should not be considered entirely helpless in the face of an 
increasingly fragmented, protectionist global landscape. There are still concrete measures that 
Singapore can undertake to protect its own sovereignty and pursue its national interests, even 
as digital sovereignty gains momentum among states across the world. This review 
recommends a series of measures that Singapore can pursue at different levels — at the level 
of the individual, organisation and nation — to safeguard its digital future.  
 
The scope of this review is by no means exhaustive, as it focused specifically on digital 
sovereignty and its manifestations at the state level. However, as noted in the introduction, 
digital sovereignty is a widely used concept that has been employed by a wide range of 
stakeholders, such as individual Internet users, activist groups and civil society organisations. 
Hence, further insights on the implications of digital sovereignty for Singapore can be gleamed 
by examining the concept from other perspectives. For instance, digital sovereignty also 
manifests at the individual level, which touches on areas such as online harms and digital 
skills. Nonetheless, we are hopeful that this review sheds light on the evolving development 
that is digital sovereignty and presents a realistic yet optimistic perspective that while 
Singapore cannot prevent Internet fragmentation, there is much it can do to navigate the 
challenges that arise.  
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