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Motivation

Our key contributions are as follows:
▸MCAN: A novel framework introducing a multi-cue

aggregation strategy to enhance AI-generated image
detection. MCAN dynamically integrates spatial,
frequency, and chromaticity-based cues, unlike
existing methods.

▸Chromaticity Inconsistency (CI): A new
representation that mitigates lighting intensity
effects through chromaticity-based transformation,
highlighting noise differences between real and
generated images. CI complements both image
content and high-frequency features in MCAN.

Contributions

Figure 1: Motivation for MCAN

Method

Figure 2: Overall architecture: MCAN combines image representation, high-frequency representation, and the novel 
chromaticity inconsistency as three distinct cues. To effectively integrate these cues, MCAN uses a mixture of encoder 
adapters that adapt efficiently to each cue’s representation.

▸Different cues exhibit complementary properties in
detecting synthetic content.

▸A crucial yet often overlooked factor is that real
images exhibit relatively minor quality variations,
whereas generated images undergo more
significant shifts due to discrepancies in the
training data and the structure of generative models.

❐Multi-cue Aggregation Network

❐ Chromaticity Inconsistency 

Figure 3: Visualization of Chromaticity Inconsistency (CI) transformation.

❐Mixture-of-encoder Adapter

Figure 4: Overall structure of MoEA.

Experiments

▸To effectively integrate these cues,
MCAN uses a mixture of encoder
adapters that adapt efficiently to
each cue’s representation.

▸CI employs chromaticity transformation to minimize the influence of
illumination, highlighting noise differences between real and generated
images

Table 1: Performance on GenImage datasets. Figure 5: Visualization of classification results for generated 
images under different cues. 

Table 2: Ablation study of the different components in MCAN.

Table 4: Performance on Chamelone datasets.

Figure 6: Visualization of the learned feature space of MCAN 
when tested on the training model.Table 3: Performance on UniversalFakeDetect dataset.
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